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Ensuring AI Dominance by Building Public Trust ï by Prashant Bhuyan, CEO of Accrete 

 

AI has the potential to transform the very nature of work by offloading skilled labor to machines. 

Continuously learning AI that interacts naturally with knowledge workers will drive revenue 

growth for corporations in previously unimaginable ways. However, the price of growth, if left 

unchecked, will be extreme socioeconomic inequality and the end of civil society. To avoid 

harmful consequences, we must act now to establish rules and regulations that protect people 

from the far-reaching consequences of AI misuse. 

 

To secure its position as a leader in tomorrowôs world, the United States must recognize that 

power will flow to the select few that control the AI architecture. The greater the perceived 

benefit of these AI systems, the greater the potential for disproportionate influence or unethical 

use. In the future, our lives will be substantially affected by AI in innumerable ways. Just like 

the invention of the atom bomb, AI is a natural consequence of human ingenuity. Like nuclear 

proliferation, we must also recognize that AI  proliferation is a potential threat to humanity if  left 

unchecked. Soon there will be a rapidly growing divide in which most people will ultimately be 

imperceptibly influenced by intelligent machines that are owned and trained by people with 

distinct biases and objectives. We must act now to establish policies to ensure AI proliferation is 

a peaceful, equitable, and above all, transparent evolution. 

 

In the same manner that the Federal Reserve Bank maintains a dual mandate to balance inflation 

and employment, an independent government agency should be established to balance AI ethics 

and labor automation. The key to ensuring the United Statesô position as a leader in the 

Industries of Tomorrow is balancing the inevitable increase of intelligent machines replacing 

skilled human labor with the peopleôs fundamental trust in how the AI learns. 

 

Important questions people must ask include, ñTo what extent do I need to understand the biases 

underpinning the AI?ò; ñIs the AI learning from my personal information?ò; ñHow do I know my 

objectives are aligned with the AI?ò. To trust AI, citizens must believe in the ethical standards 

set forth by governing agencies and the government must work with the people to establish the 

appropriate standards. 

 

An independent government agency focused on the real-world implications of AI within civil 

society should have the ability to establish standards that reinforce public trust in AI. For 

example, such an agency could establish a rule that prevents technology companies from gaming 

children to get them hooked on social media for the purpose of collecting data to optimize 

advertising algorithms targeting those children. Another rule that could engender public trust in 

AI could mandate that any employer that replaces workers with AI is obligated to retrain and 

upskill the redundant employee. 

 

Such an independent governing body would also be able to establish industry specific standards 

in areas like explain-ability and performance to hold owners and employers of AI accountable 

for the consequence of an error. AI driven errors that harm humans would have the worst 

consequence. For example, if a surgeon relies on an insight produced by an AI and subsequently 

kills a patient, that surgeon mustnôt be able to lay blame on the AI. However, to hold the surgeon 

accountable, there needs to be transparency into who trained the AI, how the AI was trained and 



  

what biases influenced the modelôs learning. Ultimately, there should be standardization in the 

architectures and approaches used in the development of explainable AI itself. 

 

Although countries such as China are making great advances in AI today, these advances are 

coming at the cost of civil  liberties such as digital privacy. This asymmetric transaction between 

people and AI is unsustainable in the long run and will  ultimately lead to revolution. The United 

States has a golden opportunity to lead the world in using AI to create a Utopian future by 

engineering a fair and equitable relationship between AI and the people that ensures balanced 

long-term growth and civil society. 
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March 4, 2020 

 
 

Attn: NCO 
Office of Science and Technology Policy 
2415 Eisenhower Avenue, 
Alexandria, VA 22314 

 
 

RE: Comments of ACT | The App Association to the Office of Science and 
Technology Policy on its Request for Information to the Updated National 
Artificial Intelligence Research and Development Strategic Plan 

 
 

ACT | The App Association (App Association) appreciates the opportunity to submit 
views to the Office of Science and Technology Policy (OSTP) on updates to the 
National Artificial Intelligence Research and Development Strategic Plan, which 
provides guidance to federal agencies to inform the development of regulatory and non- 
regulatory approaches regarding technologies and industrial sectors empowered or 
enabled by artificial intelligence (AI), and ways for agencies to reduce barriers to the 
development and adoption of AI technologies.1 The App Association supports updating 
the National Artificial Intelligence Research and Development Strategic Plan to support 
and facilitate AI research and development by prioritizing and providing sufficient 
funding while also ensuring adequate incentives (e.g., streamlined availability of data to 
developers, tax credits) are in place to encourage private and non-profit sector 
research. Transparency research should be a priority and involve collaboration among 
all affected stakeholders who must responsibly address the ethical, social, economic, 
and legal implications that may result from AI applications. 

 

The App Association represents thousands of small business software application 
development companies and technology firms that create the technologies that drive 
internet of things (IoT) use cases across consumer and enterprise contexts. Today, the 
value of the ecosystem the App Association represents ï which we call the app 
economy ï is approximately $1.3 trillion and is responsible for 5.7 million American jobs. 
Alongside the worldôs rapid embrace of mobile technology, our members create the 
innovative solutions that power IoT across modalities and segments of the economy. 
The National Artificial Intelligence Research and Development Strategic Plan, and the 
efforts of numerous agencies with respect to AI policy and regulation, directly impacts 
the app economy. We support the Administrationôs goal of ensuring the United States 
leads the world in technologies that are critical to our economic prosperity and national 
security, and to maintaining the core values behind America's scientific leadership, 

 

1   https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the- 
update-of-the-national-artificial-intelligence-research-and 
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including openness, transparency, honesty, equity, fair competition, objectivity, and 
democratic values.2 

 
The App Association also continues to proactively work to advance the use of AI in key 
use cases. As one example, the App Associationôs Connected Health Initiative3 (CHI) 
assembled a Health AI Task Force in the summer of 2018 consisting of a range of 
innovators and thought leaders. Building on their work throughout the second half of 
2018, in early February 2019 CHI unveiled its AI Task Forceôs deliverables during a 
public-private multistakeholder dialogue in Washington, DC. These deliverables 
included a position piece supporting AIôs role in healthcare, policy principles addressing 
how policy frameworks should approach the role of AI in healthcare, and a terminology 
document targeted at policymakers.4 Since the release of its deliverables, CHI has 
actively advocated for the development of frameworks that will responsibly support the 
development, availability, and use of AI innovations. 

 

AI is an evolving constellation of technologies that enable computers to simulate 
elements of human thinking ï learning and reasoning among them. An encompassing 
term, AI entails a range of approaches and technologies, such as Machine Learning 
(ML) and deep learning, where an algorithm based on the way neurons and synapses in 
the brain change due to exposure to new inputs, allowing independent or assisted 
decision making. AI-driven algorithmic decision tools and predictive analytics are 
having, and will continue to have, substantial direct and indirect effects on Americans. 
Some forms of AI are already in use to improve American consumersô lives today ï for 
example, AI is used to detect financial and identity theft and to protect the 
communications networks upon which Americans rely against cybersecurity threats. 

 
Moving forward, across use cases and sectors, AI has incredible potential to improve 
American consumersô lives through faster and better-informed decision making, enabled 
by cutting-edge distributed cloud computing. As an example, healthcare treatments and 
patient outcomes stand poised to improve disease prevention and conditions, as well as 
efficiently and effectively treat diseases through automated analysis of x-rays and other 
medical imaging. AI will also play an essential role in self-driving vehicles and could 
drastically reduce roadway deaths and injuries. From a governance perspective, AI 
solutions will derive greater insights from infrastructure and support efficient budgeting 
decisions. An estimate states AI technological breakthroughs will represent a $126 
billion market by 2025.5 

 

 
2 Id. 

3 See www.connectedhi.com. 

4 The CHI Health AI Task Forceôs deliverables are accessible at https://actonline.org/2019/02/06/why- 
does-healthcare-need-ai-connected-health-initiative-aims-to-answer-why/. 

5 McKinsey Global Institute, Artificial Intelligence: The Next Digital Frontier? (June 2017), available at 
https://www.mckinsey.com/~/media/McKinsey/Industries/Advanced%20Electronics/Our%20Insights/How 
%20artificial%20intelligence%20can%20deliver%20real%20value%20to%20companies/MGI-Artificial- 
Intelligence-Discussion-paper.ashx. 
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Today, Americans encounter AI in their lives incrementally through the improvements 
they have seen in computer-based services they use, typically in the form of 
streamlined processes, image analysis, and voice recognition (we urge consideration of 
these forms of AI as ñnarrowò AI). The App Association notes that this ñnarrowò AI 
already provides great societal benefit. For example, AI-driven software products and 
services revolutionized the ability of countless Americans with disabilities to achieve 
experiences in their lives far closer to the experiences of those without disabilities. 

 
Nonetheless, AI also has the potential to raise a variety of unique considerations for 
policymakers. The App Association appreciates the efforts to develop a policy approach 
to AI that will bring its benefits to all, balanced with necessary safeguards to protect 
consumers. To assist the Administration, the App Association offers a comprehensive 
set of AI policy principles below for consideration that we strongly encourage alignment 
of the National Artificial Intelligence Research and Development Strategic Plan with the 
following: 

 
1. AI Strategy: Many of the policy issues raised below involve significant work and 

changes that will impact a range of stakeholders. The cultural, workforce training 
and education, data access, and technology-related changes associated with AI 
will require strong guidance and coordination. An AI strategy incorporating 
guidance on the issues below will be vital to achieving the promise that AI offers 
to consumers and our economies. We believe it is critical to take this opportunity 
to encourage civil society organizations and private sector stakeholders to begin 
similar work. The National Artificial Intelligence Research and Development 
Strategic Plan is, and should remain, a key part of the U.S. overall strategy to 
global leadership in this critical area of technology. 

 
2. Research: The National Artificial Intelligence Research and Development 

Strategic Plan should support and facilitate research and development of AI by 
prioritizing and providing sufficient funding while also ensuring adequate 
incentives (e.g., streamlined availability of data to developers, tax credits) are in 
place to encourage private and non-profit sector research. Transparency 
research should be a priority and involve collaboration among all affected 
stakeholders who must responsibly address the ethical, social, economic, and 
legal implications that may result from AI applications. 

 
3. Quality Assurance and Oversight: The National Artificial Intelligence 

Research and Development Strategic Plan, and the U.S. approach to AI 
generally, should advance risk-based approaches to ensure that the use of AI 
aligns with the recognized standards of safety, efficacy, and equity. Providers, 
technology developers and vendors, and other stakeholders all benefit from 
understanding the distribution of risk and liability in building, testing, and using AI 
tools. Policy frameworks addressing liability should ensure the appropriate 
distribution and mitigation of risk and liability. Specifically, those in the value 
chain with the ability to minimize risks based on their knowledge and ability to 



  

mitigate should have appropriate incentives to do so. Some recommended 
guidelines include: 
¶ Ensuring AI is safe, efficacious, and equitable. 
¶ Supporting that algorithms, datasets, and decisions are auditable. 
¶ Encouraging AI developers to consistently utilize rigorous procedures and 

enabling them to document their methods and results. 
¶ Requiring those developing, offering, or testing AI systems to provide 

truthful and easy to understand representations regarding intended use 
and risks that would be reasonably understood by those intended, as well 
as expected, to use the AI solution. 

¶ Ensuring that adverse events are timely reported to relevant oversight 
bodies for appropriate investigation and action. 

 
4. Thoughtful Design: The National Artificial Intelligence Research and 

Development Strategic Plan, and the U.S. approach to AI generally, should 
strongly encourage the design of AI systems that are informed by real-world 
workflows, human-centered design and usability principles, and end-user needs. 
AI systems solutions should facilitate a transition to changes in the delivery of 
goods and services that benefit consumers and businesses. The design, 
development, and success of AI should leverage collaboration and dialogue 
among users, AI technology developers, and other stakeholders in order to have 
all perspectives reflected in AI solutions. 

 
5. Access and Affordability: The National Artificial Intelligence Research and 

Development Strategic Plan, and the U.S. approach to AI generally, should 
ensure AI systems are accessible and affordable. Significant resources may be 
required to scale systems and policymakers should take steps to remedy the 
uneven distribution of resources and access. Policies must be put in place that 
incent investment in building infrastructure, preparing personnel and training, as 
well as developing, validating, and maintaining AI systems with an eye toward 
ensuring value. 

 
6. Ethics: AI will only succeed if it is used ethically. It will be critical to promote 

many of the existing and emerging ethical norms for broader adherence by AI 
technologists, innovators, computer scientists, and those who use such systems. 
The National Artificial Intelligence Research and Development Strategic Plan, 
and the U.S. approach to AI generally, should: 
¶ Ensure that AI solutions align with all relevant ethical obligations, from 

design to development to use. 
¶ Encourage the development of new ethical guidelines to address 

emerging issues with the use of AI, as needed. 
¶ Maintain consistency with international conventions on human rights. 
¶ Ensure that AI is inclusive such that AI solutions beneficial to consumers 

are developed across socioeconomic, age, gender, geographic origin, and 
other groupings. 



  

¶ Reflect that AI tools may reveal extremely sensitive and private 
information about a user and ensure that laws protect such information 
from being used to discriminate against certain consumers. 

 

7. Modernized Privacy and Security Frameworks: While the types of data items 
analyzed by AI and other technologies are not new, this analysis will provide 
greater potential utility of those data items to other individuals, entities, and 
machines. Thus, there are many new uses for, and ways to analyze, the 
collected data. This raises privacy issues and questions surrounding consent to 
use data in a particular way (e.g., research, commercial product/ service 
development). It also offers the potential for more powerful and granular access 
controls for consumers. Accordingly, The National Artificial Intelligence Research 
and Development Strategic Plan, and the U.S. approach to AI generally, should 
address the topics of privacy, consent, and modern technological capabilities as 
a part of the policy development process. Risk management policy frameworks 
must be scalable and assure that an individualôs data is properly protected, while 
also allowing the flow of information and responsible evolution of AI. This 
information is necessary to provide and promote high-quality AI applications. 
Finally, with proper protections in place, policy frameworks should also promote 
data access, including open access to appropriate machine-readable public data, 
development of a culture of securely sharing data with external partners, and 
explicit communication of allowable use with periodic review of informed consent. 

 
8. Collaboration and Interoperability: The National Artificial Intelligence Research 

and Development Strategic Plan, and the U.S. approach to AI generally, should 
enable eased data access and use through creating a culture of cooperation, 
trust, and openness among policymakers, AI technology developers and users, 
and the public. 

 
9. Bias: The bias inherent in all data, as well as errors, will remain one of the more 

pressing issues with AI systems that utilize machine learning techniques in 
particular. Addressing data provenance and bias issues is a must in developing 
and using AI solutions. The National Artificial Intelligence Research and 
Development Strategic Plan, and the U.S. approach to AI generally, should: 
¶ Require the identification, disclosure, and mitigation of bias while 

encouraging access to databases and promoting inclusion and diversity. 
¶ Ensure that data bias does not cause harm to users or consumers. 

 
10. Education: The National Artificial Intelligence Research and Development 

Strategic Plan, and the U.S. approach to AI generally, should support education 
for the advancement of AI, promote examples that demonstrate the success of 
AI, and encourage stakeholder engagements to keep frameworks responsive to 
emerging opportunities and challenges. 
¶ Consumers should be educated as to the use of AI in the service they are 

using. 



  

¶ Academic education should include curriculum that will advance the 
understanding of and ability to use AI solutions. 

 

The policy issues raised by the National Artificial Intelligence Research and 
Development Strategic Plan involves significant work and changes that will impact a 
range of stakeholders. The cultural, workforce training and education, data access, and 
technology-related changes associated with AI will require strong guidance and 
coordination across U.S. federal agencies. The App Association supports the 
development of national AI strategies for federal agencies, which will be vital to 
achieving the promise that AI offers to consumers and entire economies. 

 
Noting our general support for the current National Artificial Intelligence Research and 
Development Strategic Plan, we offer the following suggested revisions: 

¶ Alignment with Other Leading Federal Policies for AI: The National Artificial 

Intelligence Research and Development Strategic Plan should align with other 

federal efforts to develop AI policy, such as the National Institute of Standards 

and Technologyôs (NIST) Artificial Intelligence Risk Management Framework, a 

policy being developed in close collaboration with the private sector, academia, 

and others for voluntary use with the goal of improving the ability to incorporate 

trustworthiness considerations into the design, development, use, and evaluation 

of AI products, services, and systems.6 

¶ Require Agencies to Advance Thoughtful Design Principles Across AI Use 

Cases: The National Artificial Intelligence Research and Development Strategic 

Plan should require design of AI systems informed by real-world workflows, 

human-centered design and usability principles, and end-user needs. AI systems 

solutions should facilitate a transition to changes in the delivery of goods and 

services that benefit consumers and businesses. The design, development, and 

success of AI should leverage collaboration and dialogue among users, AI 

technology developers, and other stakeholders in order to have all perspectives 

reflected in AI solutions. As this concept must run across sectors and AI use 

cases, the National Artificial Intelligence Research and Development Strategic 

Plan incorporate guidance for agencies to advance thoughtful design principles 

through their approaches and actions related to AI. 

¶ Require Agencies to Advance Ethics in AIôs Development and Use: The 

success of AI depends on ethical use. An agencyôs approach will need to 

promote many of the existing and emerging ethical norms for broader adherence 

by AI technologists, innovators, computer scientists, and those who use such 

systems. The National Artificial Intelligence Research and Development Strategic 

Plan should: 
 
 

 

6  https://www.nist.gov/itl/ai-risk-management-framework. 

https://www.nist.gov/itl/ai-risk-management-framework


  

o Ensure that AI solutions align with all relevant ethical obligations, from 
design to development to use. 

o Encourage the development of new ethical guidelines to address 
emerging issues with the use of AI, as needed. 

o Maintain consistency with international conventions on human rights. 

o Ensure that AI is inclusive such that AI solutions beneficial to consumers 

develop across socioeconomic, age, gender, geographic origin, and other 

groupings. 

o Reflect that AI tools may reveal extremely sensitive and private 

information about a user and ensure that laws protect such information 

from being used to discriminate against certain consumers 

¶ Augment the Requirement on Federal Agencies for Disclosure and 

Transparency: The Administration should consider further prioritizing disclosure 

and trust priorities in the National Artificial Intelligence Research and 

Development Strategic Plan. Providers, technology developers, and vendors, 

and other stakeholders will all benefit from understanding the distribution of risk 

and liability in building, testing, and using AI tools. The National Artificial 

Intelligence Research and Development Strategic Plan should therefore clearly 

address liability so as to ensure the appropriate distribution and mitigation of risk 

and liability (i.e., those in the value chain with the ability to minimize risks based 

on their knowledge and ability to mitigate should have appropriate incentives to 

do so). Further, the National Artificial Intelligence Research and Development 

Strategic Plan should clearly require that AI policies prioritize that those 

developing, offering, or testing AI systems provide truthful and easy to 

understand representations regarding intended use and risks that would be 

reasonably understood by those intended, as well as expected, to use the AI 

solution. 

¶ Support the Development of, and Access to, Open Standards Needed to 

Drive U.S. Leadership in AI: The National Artificial Intelligence Research and 

Development Strategic Plan should support the developer and use of voluntary 

consensus standards that concern AI application. The App Association strongly 

encourages updating the National Artificial Intelligence Research and 

Development Strategic Plan to support public-private collaboration on AI through 

standardization by encouraging key U.S.-based standard-setting organizations 

(SSOs) such as IEEE to grow and thrive. The U.S. government can support such 

organizations through pro-innovation policies that encourage private sector 

research and development of AI innovations and the development of related 

standards. 

 
It is critical that the United States should ensure that such standards are 

accessible to innovators by promoting a balanced approach to standard-essential 



  

patent (SEP) licensing. AI technical standards, built on contributions through an 

open and consensus-based process, bring immense value to consumers by 

promoting interoperability while enabling healthy competition between innovators; 

and often include patented technology. When an innovator gives its patented 

technology to a standard, this can represent a clear path to reward in the form of 

royalties from a market that likely would not have existed without the standard 

being widely adopted. To balance this potential with the need for access to the 

patents that underlie the standard, many SSOs require holders of patents on 

standardized technologies to license their patents on fair, reasonable, and non- 

discriminatory (FRAND) terms. FRAND commitments prevent the owners of 

patents used to implement the standard from exploiting the unearned market 

power that they otherwise would gain as a consequence of the broad adoption of 

a standard. Once patented technologies incorporate into standards, it compels 

manufacturers to use them to maintain product compatibility. In exchange for 

making a voluntary FRAND commitment with an SSO, SEP holders gain the 

ability to obtain reasonable royalties from a large number of standard 

implementers that might not have existed absent the standard. Without the 

constraint of a FRAND commitment, SEP holders would have the same power as 

a monopolist that faces no competition. 

 
Unfortunately, a number of owners of FRAND-committed SEPs are flagrantly 

abusing their unique position by reneging on those promises with unfair, 

unreasonable, or discriminatory licensing practices. These practices, under 

close examination by antitrust and other regulators in many jurisdictions, not only 

threaten healthy competition and unbalance the standards system but also 

impact the viability of new markets such as AI. This amplifies the negative 

impacts on small businesses because they can neither afford years of litigation to 

fight for reasonable royalties nor risk facing an injunction if they refuse a license 

that is not FRAND compliant. 

 
Patent policies developed by SSOs today will directly impact the way we work, 

live, and play for decades to come. SSOs vary widely in terms of their 

memberships, the industries and products they cover, and the procedures for 

establishing standards. In part due to the convergence associated with the rise of 

IoT, each SSO will need the ability to tailor its intellectual property policy for its 

particular requirements and membership. The App Association believes that 

some variation in patent policies among SSOs is necessary and that the U.S. 

government should not prescribe detailed requirements that all SSOs must 

implement. At the same time, however, as evidenced by the judicial cases and 

regulatory guidance, basic principles underlie the FRAND commitment and serve 

to ensure that standard setting is pro-competitive, and the terms of SEP licenses 

are in fact reasonable. Ideally, an SSOôs intellectual property rights policy that 



  

requires SEP owners to make a FRAND commitment would include all of the 

following principles that prevent patent ñhold upò and anti-competitive conduct: 

o Fair and Reasonable to All ï A holder of a SEP subject to a FRAND 

license such SEP on fair, reasonable, and nondiscriminatory terms to all 

companies, organizations, and individuals who implement or wish to 

implement the standard. 

o Injunctions Available Only in Limited Circumstances ïSEP holders 

should not seek injunctions and other exclusionary remedies nor allowed 

these remedies except in limited circumstances. The implementer or 

licensee is always entitled to assert claims and defenses. 

o FRAND Promise Extends if Transferred ï If there is a transfer of a 

FRAND-encumbered SEP, the FRAND commitments follow the SEP in 

that and all subsequent transfers. 

o No Forced Licensing ï While some licensees may wish to get broader 

patent holder should not require implementers to take or grant licenses to 

a FRAND-encumbered SEP that is invalid, unenforceable, or not infringed, 

or a patent that is not essential to the standard. 

o FRAND Royalties ï A reasonable rate for a valid, infringed, and 

enforceable FRAND-encumbered SEP should be based on several 

factors, including the value of the actual patented invention apart from its 

inclusion in the standard, and cannot be assessed in a vacuum that 

ignores the portion in which the SEP is substantially practiced or royalty 

rates from other SEPs required to implement the standard. 

 
We also note that a number of SSO intellectual property rights policies require 

SSO participants to disclose patents or patent applications that are or may be 

essential to a standard under development. Reasonable disclosure policies can 

help SSO participants evaluate whether technologies considered for 

standardization are covered by patents. Disclosure policies should not, however, 

require participants to search their patent portfolios as such requirements can be 

overly burdensome and expensive, effectively deterring participation in an SSO. 

In addition, FRAND policies that do not necessarily require disclosure, but 

specify requirements for licensing commitments for contributed technology, can 

accomplish many, if not all, of the purposes of disclosure requirements. 

 
The U.S. Department of Justice (DOJ) already encouraged SSOs to define 

FRAND more clearly. For example, DOJôs former assistant attorney general 

Christine Varney explained that ñclearer rules will allow for more informed 

participation and will enable participants to make more knowledgeable decisions 

regarding implementation of the standard. Clarity alone does not eliminate the 



  

possibility of hold-upébut it is a step in the right direction.ò7 As another example, 

Renata Hesse, a previous head of the DOJôs Antitrust Division, provided 

important suggestions for SSOs to guard against SEP abuses that included at 

least three of the aforementioned principles.8 The National Artificial Intelligence 

Research and Development Strategic Plan should be updated to advance open 

standards, consistent with OMB-A119 (ñFederal Participation in the Development 

and Use of Voluntary Consensus Standards and in Conformity Assessment 

Activities"),9 open standards and access to open standards with respect to SEPs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7 Christine A. Varney, Assistant Attôy Gen., Antitrust Div., U.S. Depôt of Justice, Promoting Innovation 
Through Patent and Antitrust Law and Policy, Remarks as Prepared for the Joint Workshop of the U.S. 
Patent and Trademark Office, the Federal Trade Commôn, and the Depôt of Justice on the Intersection of 
Patent Policy and Competition Policy: Implications for Promoting Innovation 8 (May 26, 2010), available 
at http://www.atrnet.gov/subdocs/2010/260101.htm. 

8 Renata Hess, Deputy Assistant Attorney General, Six óSmallô Proposals for SSOs Before Lunch, 
Prepared for the ITU-T Patent Roundtable (October 10, 2012), available at 
https://www.justice.gov/atr/speech/six-smallproposals-ssos-lunch. 

9   https://www.nist.gov/system/files/revised_circular_a-119_as_of_01-22-2016.pdf. 

http://www.atrnet.gov/subdocs/2010/260101.htm
https://www.justice.gov/atr/speech/six-smallproposals-ssos-lunch
https://www.nist.gov/system/files/revised_circular_a-119_as_of_01-22-2016.pdf


  

The App Association appreciates the Administrationôs consideration of the above views. 

We urge OSTP to contact the undersigned with any questions or ways that we can 

assist moving forward. 

 

 
Sincerely, 

 
 
 
 
 

Brian Scarpelli 
Senior Global Policy Counsel 

 
Leanna Wade 

Policy Associate 
 

ACT | The App Association 
1401 K St NW (Ste 501) 
Washington, DC 20005 

202-331-2130 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 

 
 
 
 
 
 
 
 
 
 
 

 

Request for Information to the Update of 
the National Artificial Intelligence Research 

and Development Strategic Plan: 
Responses 

 
 

AHIP 

 
 
 
 
 

DISCLAIMER: Please note that the RFI public responses received and posted do not represent the 
views or opinions of the U.S. Government or any entity within the U.S. Government. We bear no 
responsibility for the accuracy, legality, or content of the responses and external links included 
in this document. 

http://www.federalregister.gov/documents/2022/02/02/2022-


 

 
 
 

 

 
 
 

 

March 4, 2022 

 

 

The White House 

Office of Science and Technology Policy 

1650 Pennsylvania Avenue, NW 

Washington, D.C. 20502 

 

RE: Request for Information (RFI) Response: Update of the National Artificial  Intelligence 

Research and Development Strategic Plan 

 

Dear White House Representative: 

 

Artificial Intelligence (AI) is becoming more commonplace in the United States and worldwide 

in both the public and private sectors. Americans want our nation to leverage advancements in 

technology, including applications in health care, while also leading the way in the ethical use of 

data and information. To help fulfill this goal, AHIP1 is responding to the Notice of Request for 

Information (RFI) for the National Artificial Intelligence Research and Development Strategic 

Plan. 

 

In health care, AI can serve as a catalyst for better care and access for Americans. AI can help 

improve efficient delivery of care, ensure correct care decisions for patients, identify previously 

unidentified issues or trends in individual and population health, simplify processes and improve 

satisfaction for patients and providers, and reduce administrative tasks to enable providers and 

their staff to focus their time and attention on the patient. AHIP has increased its focus on the 

current and potential applications of AI and is working to develop and support policy principles 

and goals specific to AI and its uses to improve health and well-being. 

 

AHIP supports the OSTP effort to update the current Strategic Plan. We offer our input as a 

national association of health insurance providers, private sector partners in the critical health 

delivery and health care infrastructure. AHIP is an active participant in the Health/Public Health 

(HPH) Sector Coordinating Council (SCC). We support this effective public-private partnership, 

and we support ways to advance our work to complement the National Strategy. 

 

Our comments below address the topical issues raised in the RFI. 
 
 

1 
AHIP is the national association whose members provide health care coverage, services, and solutions to hundreds 

of millions of Americans every day. We are committed to market-based solutions and public-private partnerships 

that make health care better and coverage more affordable and accessible for everyone. 
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General Comments 

Overall, we believe it will be extremely valuable to align the Strategic Plan with the goals and 

priorities defined in the National AI Initiative Act of 2020, which became law on January 1, 

2021. Specifically, explaining how the Strategic Plan can align with and integrate common 

components and strategies for the public and private sectors can help to streamline AI uses and 

acceptance by consumers. 

 

Likewise, building the technical processes, standards, and metrics will help capture the ways 

through which AI can be efficient, cost-effective, and easy-to-use. For example, AHIP has 

worked with the Consumer Technology Association on its consensus-driven American National 

Standards Institute (ANSI) accredited standard, ANSI/CTA-2090, The Use of Artificial 

Intelligence in Health Care: Trustworthiness, which considers three expressions of how trust is 

created and maintained: (1) Human Trust; (2) Technical Trust; and (3) Regulatory Trust. 

Building public trust and acceptance centered around safety, accountability, accuracy, reliability, 

security, and ethics will be essential components for moving AI forward in diverse settings and 

applications. As stakeholders build more resources and standards for AI, federal support for and 

recognition of these efforts can help promote national acceptance and adoption. 

 

Long-term Investments in AI  Research 

We support federal investments to spur more widespread development and adoption of AI and 

believe it is important to highlight health care-specific priorities around the investment, adoption, 

and use of AI. The federal government should build on both public and private efforts to promote 

data exchange to improve ñdata completenessò (i.e., readability, reliability, and accountability). 

Promoting interoperable data, where possible, can help health care build on existing data streams 

without having to re-create systems and processes for data exchanges that use AI technologies. 

Developing shared public datasets and environments based on national technical standards for AI 

training and testing can also facilitate the availability of curated, standardized, secure, 

representative, aggregate, and privacy-protected data sets for AI research and development. 

 

We encourage any federal investments to focus on the functional aspects of AI based on 

nationally recognized, technology-neutral standards. Innovations are key to advancing AI and 

federal policies and regulations should promote such innovations. Regulations, if  enacted, should 

be based on a balance of the costs and benefits after public input. 

 

Both short-term and long-term investments in health care AI  can help prioritize areas of research 

and development focused on individual treatment - improving care outcomes and expediting 

interactions, which are important to consumers. A host of interdisciplinary projects can be 

developed to enable computing, networking, and access for patients and providers who may be 

unaccustomed to AI. We believe that Federated Learning and advanced cryptographic 

protections for data and privacy may be good base projects for research and development. We 

also support projects that inform ways to reduce unnecessary costs. 

https://shop.cta.tech/collections/standards/products/the-use-of-artificial-intelligence-in-healthcare-trustworthiness-cta-2090
https://shop.cta.tech/collections/standards/products/the-use-of-artificial-intelligence-in-healthcare-trustworthiness-cta-2090
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We are interested in learning more about proposals to support regional hubs to advance 

workforce training, representation, and overall digital equity. Regional innovation centers may 

establish community connections and involvement, and they also may help in development of 

solutions specific and appropriate to those regions. These efforts also can foster engagement to 

drive region-specific innovation on an ongoing basis. Such projects should have the 

infrastructure to include diverse stakeholders using a ñhub and spokesò approach so that a variety 

of health care entities can utilize and build on such efforts. 

 

Ethical, Legal, and Societal Implications of AI  

To protect the rights and well-being of all Americans, we support the promotion of ethical, legal, 

environmental, safety, security, fairness, and other such guidelines for appropriate use of AI. AI 

and machine learning (ML) applications do not develop legal knowledge and ethical principles. 

Human users and programmers should anticipate these concepts and build appropriate 

frameworks based on legal and ethical business practices. 

 

Inherent bias in data is of particular concern. Efforts to identify and mitigate harmful, 

unintended, or disparate bias should be undertaken. When possible, the public and private sector 

should work together to identify and manage bias that may have a harmful impact to specific 

groups or individuals. 

 

It is also important to recognize that in AI, algorithms with a more precise focus on individuals 

or groups can have a benefit (i.e., ñgood biasò). One example may be noticing a trend or issue 

that may have been previously missed, which may lead to intentional steps to overcome 

longstanding systemic racism. Likewise, the intent and application of AI in the health sector may 

be to identify a specific health need that had not been previously identified (e.g., underserved 

populations, disease-specific outcomes). Some practical examples also include focusing on AI 

systems to support home-based health care for our aging, veteran, and disabled populations, as 

well as mental health applications. This is separate from adverse or harmful bias, and it should be 

recognized and leveraged accordingly. 

 

Federal alignment of AI can build on the work done by the National Institute of Standards and 

Technology (NIST), and specifically that agencyôs guidance on identifying and managing bias in 

AI. In addition, this work may consider developing reliable metrics to assess the degree to which 

AI controls for bias. 

 

One component that the National Strategy should consider is how to incorporate broader data 

equity considerations. Algorithms learn from existing data. Larger conversations regarding data 

representation and accuracy, within the parameters of laws and regulations protecting consumer 

privacy and rights, are necessary to improve AI model development and performance. It is 

important to advance the application of AI,  while allowing innovations and room for growth and 
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adoption. Use of AI  systems to predict and prevent inequities in the delivery of health care 

services should be a goal for the health sector, along with ensuring transparency. 

 

In addition, there should be ways for the ñpieces and partsò to talk with each other so that the 

overall goal of effective and interoperable systems can be realized. Building on the work of the 

United States Core Data for Interoperability (USCDI) and similar efforts can be effective for 

starting such projects. These efforts can also leverage and build on data content standards (e.g., 

collecting race, ethnicity, and other demographic data consistently) to make sure there are no 

unintended consequences for those impacted by AI. 

 

Ensure the Safety and Security of AI  Systems 

The impact on individual privacy in the development and use of AI systems cannot be 

understated. The importance of protecting a personôs right to privacy should be a key component 

of the National Strategy, with tools and resources to identify scenarios for AI systems as 

guidelines (e.g., appropriate de-identification of data in research, securing of health and other 

individually sensitive data). Validations involving human input and review across the entire 

design, implementation, and monitoring process should be built into AI development and 

deployment. 

 

In addition, the National Strategy should include advanced verification and validation methods 

for AI systems, testing for high availability and safety, and new methods for identity proofing 

(i.e., properly and accurately identifying an individual as legitimate). In health care, much work 

has centered around identity proofing. While there are several solutions to identity proofing, 

federal support for this work and alignment with the AI priorities should be encouraged. 

 

AHIPôs Board of Directors and its Chief Medical Officers leadership team recently released core 

guiding priorities and a detailed roadmap to further protect the privacy, confidentiality, and 

cybersecurity of consumer health information. Health insurance providers have long-been 

leaders in developing privacy, confidentiality, and cybersecurity practices to protect personal 

health information. These priorities reaffirm that commitment while offering a path forward to 

keep Americansô health data secure and provide them with actionable health information. These 

concepts should be a part of AI processes and systems. 

 

Cybersecurity must always be ñtop of mindò when working in electronic, connected 

environments. The National Strategy should specifically address AI and cybersecurity, both in 

terms of considerations, protections, remediation, and reporting, while leveraging AI systems 

and appropriate design principles (e.g., fault-tolerance) from nationally critical environments and 

applications. Having the ability to share information related to threats and attacks should be 

allowed and encouraged as part of the federal AI framework. 

https://www.ahip.org/resources/ahip-board-of-directors-guiding-priorities-for-protecting-americans-privacy-confidentiality-and-cybersecurity-of-health-information-and-data-2
https://www.ahip.org/resources/ahip-board-of-directors-guiding-priorities-for-protecting-americans-privacy-confidentiality-and-cybersecurity-of-health-information-and-data-2
https://www.ahip.org/resources/ahip-chief-medical-officers-roadmap-for-protecting-americans-privacy-confidentiality-and-cybersecurity-of-health-information-and-data
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AHIP supports keeping all parts of the national critical infrastructure aware of threats to AI 

systems, schemes from nefarious actors, Nation-States, and others as a federal priority. The 

National Strategy should promote information sharing as a method to protect AI systems from 

hacking, attacks, and similar intrusions and threats. In addition, to the extent that research 

outcomes from the Defense Advanced Research Projects Agency (DARPA) can be applied as 

broadly as possible, this work should be leveraged across sectors. 

 

We appreciate the opportunity to comment on this important topic. 

Sincerely, 

 

 

 

Danielle A. Lloyd 

Senior Vice President, Private Market Innovations and Quality Initiatives, Clinical Affairs 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 
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Summary  

Aletheia AI supports the National AI Research Resource (NAIRR) Task Force in its strategic aim 

of ensuring AI systems remain safe and secure. As an organization with deep expertise in AI 

R&D, AI safety, and AI policy, we assess that the imbalance in R&D funding for AI capabilities 

and AI safety poses strategic and economic risks to U.S. innovation. As of 2021, global R&D for 

AI safety was less than 1 percent of all AI R&D funding. 

 
The lack of AI safety products will likely cause a major slowdown in the adoption of trustworthy 

AI systems, particularly as AI systems are deployed in physical systems at scale. As a result, 

continued U.S. leadership in AI will increasingly become a function of U.S. leadership in AI 

safety. We urge the NAIRR TF to take an even greater leadership role in AI safety by 

considering the following two recommendations: 

 

Recommendation 1: Establish a National Center for AI Safety 

Research  

If the United States Government could take just one step to help ensure U.S. leadership in AI, 

then we recommend establishing and funding a National Center for AI Safety Research Center 

(NCAISR). This Center would perform the vital public service of coordinating and directing 

national research investments in the precise area where the private sector is not yet investing. 

AI safety is in its infancy and early steps by the government could really shape and drive the 

fieldôs development consistent with the public interest. 

 
In support of NAIRR strategic aims 1, 3, 4, and 6, the Center could increase the safety of 

advanced AI systems, evaluate and develop mitigations for the malicious use and accident risks 

of AI capabilities, and help augment the limited private sector investment in AI safety research. 

Such steps would contribute directly to public safety and security. Appendix 2 gives a list of 

promising research directions in AI safety that NCAISR could contribute to. 

 
The NCAISRôs mission could be to: 

 
1. Conduct research into advanced AI safety and AI alignment, both independently and in 

collaboration with leading academic and industry AI labs; 

2. Conduct research into the effectiveness of published or proposed AI safety and AI 

alignment solutions; and 

3. Establish grant programs for universities, academic research groups, and independent 

researchers pursuing research into advanced AI safety and AI alignment. 
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Recommendation 2: Stimulate training and human capital 

building in AI safety and related fields  

The United States must continue to grow its workforce capacity in all relevant STEM and 

interdisciplinary fields, including across AI. This is especially the case for AI safety and AI 

alignment, specialized subjects which face a shortage of domain experts relative to the effort 

needed to secure current and future AI systems. AI safety ð as distinct from AI ethics ð is the 

scientific discipline dedicated to minimizing accident and malicious use risk from powerful AI 

systems (see Appendix 1). AI alignment is the sub-field of AI safety research dedicated to 

understanding and mitigating risks from future AI systems whose capabilities may rival or 

surpass those of humans across a broad range of tasks. The field of AI alignment is particularly 

underinvested by the private sector: we estimate that there are currently fewer than 100 AI 

alignment researchers worldwide. 

 
To address these education gaps, the government can direct investment towards academic 

programs in AI safety and AI alignment. This may include degree programs, academic awards, 

and new competency requirements for AI safety and advanced AI risk, consistent with NAIRR 

strategic aims 1, 4, and 7. 

 
We believe that the government can continue to deepen its investments in U.S. human capital 

by supporting the establishment of degree and training programs in AI safety and AI alignment 

research. This effort could involve: 

 
1. Establishing and coordinating AI safety training programs; 

2. Funding universities to establish degree programs in AI safety and AI alignment; and 

3. Establishing new competency requirements for AI safety as part of computer science, 

AI, and digital engineering workforce efforts. 

 

Appendix 1: AI safety  

Although problems in AI ethics have received significant attention from the public and private 

sectors, far less policy attention and research funding have been devoted to addressing these 

AI safety risks. There are three broad categories of AI risk: 

 
1. Malicious use. Malicious use risk refers to the risk that bad actors may use advanced AI 

systems to undermine U.S. interests at ever-lower costs and in novel ways. In particular, 

humanlike text generation, photorealistic image generation, automated code 
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generation, and real-time decision-automation systems each offer new attack vectors. 

AIôs open-source culture lends itself to the rapid proliferation of powerful capabilities. In 

the wrong hands, these capabilities expose our democratic process, security, and 

economic interests to threats at a scope and scale never before seen. We assess that 

malicious use risk is the dominant source of AI risk. We expect this to remain the case 

for the next 1-5 years. 

 
2. Accident. Accident risk increases as AI is deployed in safety-critical physical systems 

such as flight software and autonomous vehicles. As ever-greater segments of our 

national infrastructure are managed with AI, the impact of accidental failures escalates. 

We expect accidents to become the dominant source of AI risk within 1-5 years. 

 
3. Alignment. Alignment refers to the technical challenge of ensuring that the most 

advanced AI systems behave in a way that reflects their programmersô intentions. 

Advanced AI systems often use dangerously creative strategies to achieve their 

programmed goals. These strategies can be impossible to anticipate and difficult to 

detect, occasionally deceiving their programmers into believing that the systems that 

employ them are functioning properly when they are not. As future AI systems become 

more capable and creative, an increasing body of evidence suggests that they may 

exhibit dangerous behaviors. These behaviors may become so dangerous that they lead 

to catastrophic outcomes, given that there is no fundamental limit to the capabilities of 

the most powerful AI systems. We expect alignment risk to become the dominant 

source of AI risk within 3-10 years. 

 

Appendix 2: research areas in AI safety and AI alignment  

Additional funding in AI safety and alignment research could accelerate AI adoption in the next 

5-10 years. There are several promising research directions in AI safety and AI alignment 

already, and many of the research directions focused on todayôs malicious and accident risks 

would also inform AI alignment risk mitigation in the future. These research areas include: 

 
1. Robustness. Robustness research aims at ensuring that AI systems are trained and 

evaluated in contexts that closely resemble their real-world deployment conditions. The 

idea is to ensure that an AI is not placed in a context in which its behavior has not been 

characterized during its development phase, so that it does not take unexpected 

actions. There are two kinds of robustness: 



  

Aletheia OSTP-NSF RFI response 

03/2022 

a. Capability robustness. If an AI is not capability-robust, it wonôt behave 

competently outside the contexts it was trained in. For example, a self-driving 

car that is only trained in sunny weather might not drive competently in snow. A 

failure of capability robustness can be a cause of accident risk. 

 
b. Objective robustness. If an AI is capability-robust, but it is not objective-robust, 

then it will behave competently outside the context it was trained in, but it may 

pursue a goal thatôs different from what its designers intended. One can think of 

objective robustness failure in a system as that system ñlearning the wrong 

thingò. Objective robustness failure is hypothesized to be a major source of 

alignment risk, since an AI that competently pursues the wrong objective would 

be doing so at odds with its designersô intent. 

 
2. Assurance. This area includes approaches that help humans verify that an AI systemôs 

actions are, and continue to be, consistent with the wishes of its designers. Assurance 

may involve continuous monitoring of an AI systemôs behavior, though for very 

advanced AI systems there is a risk that the system may learn to conceal some of its 

actions from the monitoring system. For advanced AI systems, one area that appears 

increasingly promising is transparency: 

 
a. Transparency. This involves developing a mechanistic human understanding of 

exactly how an AI operates and what its decision-making process is. Modern 

frontier AIs are built using neural networks with many layers, so this involves 

understanding how the layers interact, what abstractions they use, and what 

kinds of inputs drive which kinds of outputs. 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 
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¢Ƙƛǎ ŘƻŎǳƳŜƴǘ ƛǎ ǇǊƻǾƛŘŜŘ ŦƻǊ ƛƴŦƻǊƳŀǘƛƻƴŀƭ ǇǳǊǇƻǎŜǎ ƻƴƭȅΦ Lǘ ǊŜǇǊŜǎŜƴǘǎ !²{Ωǎ ŎǳǊǊŜƴǘ ǇǊƻŘǳŎǘ 

offerings and practices as of the date of issue of this document and is subject to change. Customers are 

responsible for making their own independent assessment of the information in this document and any 

ǳǎŜ ƻŦ !²{Ωǎ ǇǊƻŘǳŎǘǎ ƻǊ ǎŜǊǾƛŎŜǎΦ ¢Ƙƛǎ ŘƻŎǳƳŜƴǘ ŘƻŜǎ ƴƻǘ ŎǊŜŀǘŜ ŀƴȅ ǿŀǊǊŀƴǘƛŜǎΣ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴǎΣ 

contractual commitments, conditions or assurances from AWS, its affiliates, suppliers or licensors. The 

responsibilities and liabilities of AWS to its customers are controlled by AWS agreements, and this 

document is not part of, nor does it modify, any agreement between AWS and its customers. For current 

prices for AWS services, please refer to the AWS website at www.aws.amazon.com 
 
 
 
 
 
 

Amazon Web Services (AWS) appreciates the opportunity to submit feedback to the Office of 

Science and Technology Policy (OSTP) in response to its Request for Information to the Update of the 

National Artificial Intelligence Research and Development Strategic Plan1. 

1. Comments on strategic aims, including suggestions to address OSTP's priorities of ensuring the 

United States leads the world in technologies that are critical to our economic prosperity and national 

security, and to maintaining the core values behind America's scientific leadership, including 

openness, transparency, honesty, equity, fair competition, objectivity, and democratic values. 

Innovation is an important goal for AI/ML (Artificial Intelligence and Machine Learning) policies. 

!²{ ǎǳǇǇƻǊǘǎ ǘƘŜ ¦ƴƛǘŜŘ {ǘŀǘŜǎΩ ƎƻǾŜǊƴƳŜƴǘ ŘŜǾŜƭƻǇƛƴƎ ƛǘǎ Ǿƛǎƛƻƴ ŀƴŘ ƻōƧŜŎǘƛǾŜ ŦƻǊ ǘƘŜ ǳǎŜ ƻŦ !Lκa[Φ 

We encourage greater investment into research and development (R&D) of AI/ML (especially in areas 
 

1 https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the- 

national-artificial-intelligence-research-and 

http://www.aws.amazon.com/
https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and
https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and


 
 

 

where there are market failures and/or gaps in private sector investment), and look for opportunities to 

collaborate with governments in this area. At the current rate of AI/ML technology adoption around the 

world, AI /ML will deliver economic activity of around $13 trillion USD globally by 2030. This represents 

about 1.2% GDP growth per year, which is higher than the economic productivity growth brought about 

by either the steam engine or the early IT boom of the 2000s.2 Long term investments in AI/ML R&D are 

essential to the US goal to remain a global leader in AI/ML development and deployment. 

We agree with the 2019 update of Strategy 1: Make long-term investments in AI research, which 

emphasizes the importance of sustaining investment in fundamental AI research. We encourage the US 

ǘƻ ŎƻƴǘƛƴǳŜ ǘƻ ƛƴǾŜǎǘ ƛƴ ǎǳǇǇƻǊǘƛƴƎ ¦{ ƎƻǾŜǊƴƳŜƴǘǎΩ ƛƴǾŜǎǘƳŜƴǘ ƛƴ ǊŜǎŜŀǊŎƘ ŦƛŜƭŘǎ ǊŜƭŜǾŀƴǘ ǘƻ !LΣ 

including cyber-defense, data analytics, detection of fraudulent transactions or messages, machine 

learning, robotics, human augmentation, natural language processing, interfaces, visualizations etc. 

Moreover, specialized computing hardware, high-quality data, and, most importantly, skilled human 

expertise are all essential to enabling the success of AI/ML. 

In order to remain a global leader in AI/ML, the US must also build a more inclusive and 

innovative ecosystem that expands to industry, academia, civil society, and the Federal government. We 

Ƴǳǎǘ ǎǳǇǇƻǊǘ ŀƴŘ ŜƴǊƛŎƘ ǘƘŜ Ǿŀǎǘ ǳƴǘŀǇǇŜŘ ǇƻǘŜƴǘƛŀƭ ƻŦ !ƳŜǊƛŎŀΩǎ ŀŎŀŘŜƳƛŎ ǊŜǎŜŀǊŎƘŜǊǎΣ ǇǊƻǾƛŘƛƴƎ 

these researchers the same resources and access to the same infrastructure for AI/ML R&D as large 

companies. We must ensure that Federal funding of foundational AI/ML research does not simply take 

place at universities but is commercialized in industry. Funding should be dispersed to an expanded 

group of academia and civil society so that the pipeline of AI innovation does not deplete itself. Policies 

must balance the needs of all involved parties in AI/ML R&D while democratizing AI/ML research, 

education, and innovation. 

To this end, public-private partnerships between industry, government departments, and 

academia are necessary to continue advancing innovations in AI/ML research. High quality data sets are 

crucial for research in AI. AWS currently collaborates with academia and other stakeholders through 

strategic partnerships with universities including but not limited to the following: University of 

California, Berkeley; Massachusetts Institute of Technology; California Institute of Technology; and the 

University of Washington. We also provide research grants through Amazon Research Awards and the 

joint Amazon and National Science Foundation Fairness in AI Grants program. We are also active 

members of multi-stakeholder organizations relating to AI, including OECD AI working groups and The 

Partnership on AI. Moreover, we understand the need to expand AI/ML education in non-traditional 

tech communities and also have our Machine Learning University, curriculum which provides anybody, 

ŀƴȅǿƘŜǊŜΣ ŀǘ ŀƴȅ ǘƛƳŜ ŀŎŎŜǎǎ ǘƻ ǘƘŜ ǎŀƳŜ ƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎ ŎƻǳǊǎŜǎ ǳǎŜŘ ǘƻ ǘǊŀƛƴ !ƳŀȊƻƴΩǎ ƻǿƴ 

developers on machine learning, across community colleges nationally. 

2. Suggestions of AI R&D focus areas that could create solutions to address societal issues such as 

equity, climate change, healthcare, and job opportunities, especially in communities that have been 

traditionally underserved. 

A) Addressing societal challenges 
 

 
2 https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-modeling-the- 

impact-of-ai-on-the-world-economy 

https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-modeling-the-impact-of-ai-on-the-world-economy
https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-modeling-the-impact-of-ai-on-the-world-economy


  

 

AI/ML should be human-centric and for the benefit of all. Already, innovative companies and 

researchers are collaborating to use AI/ML to address societal challenges in areas such as agriculture 

and sustainability, healthcare, energy, manufacturing, and more. This includes our own AWS customers. 

Increased AI R&D will address needs and provide solutions in healthcare. For example, AI/ML is 

advancing healthcare needs in the improvement of child survival rates globally. According to UNICEF, in 

2019 alone 5.2 million children under the age of 5 died, with almost half being in the first month of life. 

A nonprofit research institute that develops scalable AI solutions to societal problems is using 

smartphones and AI tools to further understand newborn health issues and identify undiagnosed 

problems in newborns. These insights help to reduce infant mortality by ensuring newborns receive the 

proper health care. 

When the COVID-19 pandemic hit the U.S in early spring of 2020, university researchers had 

already developed an image recognition model using ML to identify pneumonia in difficult-to-detect 

cases. Because pneumonia was quickly becoming one of the major indicators of severe infections in 

COVID-19 patients, AWS was asked for help setting up a system for applying the model in a clinical 

setting that would enable medical practitioners to use the information in diagnosis and treatment. 

Health services around the world are under strain from aging populations and over-stretched 

resources, with the population aged 60+ expected to rise from 23% to 30% by 2050. AI provides 

ƻǊƎŀƴƛȊŀǘƛƻƴǎ ǘƘŜ ōŜƴŜŦƛǘǎ ƻŦ ŎŀǊƛƴƎ ŦƻǊ ǇŀǘƛŜƴǘǎΩ ƭƻƴƎ-term conditions, providing diagnostic support, 

improving operational and system efficiency, and supporting recovery. Recognizing the potential of this 

technology, some of the ǿƻǊƭŘΩǎ largest health organizations have set a goal of becoming a world leader 

for AI use in healthcare. 

Agricultural technology start-ups are using AI/ML to monitor field and soil conditions and 

improve crop yields on farms around the world. Farming is responsible for 80% of deforestation, with an 

area the size of Spain cut down between 2010 and 2020 to make way for new farmland.3 Agriculture 

startups use satellite imagery, sensors, and software platforms to provide farming analytics. This 

reduces time and money spent on field scouting and surveying techniques that are time-intensive and 

expensive. With this information, the farmer can make more informed decisions on which crops to grow 

and how best to care for them. Without the technology, it would take 49 years for one person to 

manually mark 21 million fields. In total, a single startup has analyzed 376,835,301 hectares of fields in 

the US and internationally. 

Increased AI R&D can also improve access to job opportunities, especially for underserved 

populations. According to Commissioner Keith Sonderling, of the US Equal Employment Opportunity 

Commission (EEOC), 

[when] carefully designed, AI can mask for protected classes like race, gender, age, or disability. 

It can hide for proxy terms, ƭƛƪŜ ŎŀƴŘƛŘŀǘŜǎΩ ƴŀƳŜǎΣ ǘƘŜ ƴŀƳŜǎ ƻŦ ǎŎƘƻƻƭǎΣ ƻǊ ŀǎǎƻŎƛŀǘƛƻƴǎ ǿƛǘƘ ŀ 

particular gender or racial indicative clubs. It can offset the well-documented confidence gap 

that leads women to under-report their abilities on resumes and men to over-state theirs. It can 

ƛŘŜƴǘƛŦȅ ŀ ŎŀƴŘƛŘŀǘŜΩǎ ŀŘƧŀŎŜƴǘ ǎƪƛƭƭǎΣ ŀƴŘ ƛǘ Ŏŀƴ ƛŘŜƴǘƛŦȅ ŎŀƴŘƛŘŀǘŜǎ ŦƻǊ ǳǇǎƪƛƭƭƛƴƎ ƻǇǇƻǊǘǳƴƛǘƛŜǎΦ 
 

 
3 https://www.greenpeace.org/usa/forests/issues/agribusiness/ 

https://www.unicef.org/health/maternal-newborn-and-child-survival
https://www.theatlantic.com/magazine/archive/2014/05/the-confidence-gap/359815/
https://www.greenpeace.org/usa/forests/issues/agribusiness/


  

 

In short, AI can determine the best candidates based not only on their merit but also on their 

potential while stripping out human bias.4 

3. Comments regarding how AI R&D can help address harms due to disparate treatment of different 

demographic groups; and AI R&D to evaluate and address bias, equity, or other concerns related to 

the development, use, and impact of AI. 

The development and deployment of AI/ML should place humans at the center. To address 

concerns of bias, AI/ML deployments should support inclusivity, diversity of thought, and collaboration 

to maximize the benefits of the technology for all of society. 

AWS published our Responsible Use of Machine Learning guide that provides recommendations 

for responsibly developing and using ML systems, including mitigating bias and addressing other 

potential harms5: 

¶ We encourage developers and deployers to have teams with diverse backgrounds, perspectives, 

skills, and experiences. AI/ML researchers and users should assess whether teams include a 

wide array of genders, races, ethnicities, abilities, ages, religions, sexual orientations, military 

status, backgrounds, and political views. They should further assess whether teams may have 

gaps and consider adding underrepresented perspectives to fill those gaps to enhance 

performance. 

¶ When collecting and evaluating data to develop and test models, we encourage developers to 

consider its completeness, representativeness, and breadth. Diversity of data is often important 

for use cases that involve personal characteristics like race and gender, but can also apply in 

non-obvious contexts. Develop mechanisms to evaluate whether the data appropriately 

represents real world use, and collect and test additional data to address underrepresented 

attributes. 

o We recommend that developers implement processes to understand where bias may be 

introduced by developers and mitigate human error. Create fairness goals and metrics 

to measure performance across different subgroups, communities, and demographics 

applicable to the use case, and test and measure progress against those metrics. 

¶ We recommend to deployers of AI/ML tools that they consider whether human review or 

oversight over the operation of the system may be appropriate or necessary (e.g., in situations 

where ML systems may be used in a manner that impact human rights or safety), and if so, how 

to best incorporate such human input into the overall operation of the system. Human 

reviewers should be appropriately trained on real world scenarios, including examples where 

the system fails to properly process inputs or cannot handle edge cases, and have ways to 

exercise meaningful oversight. 

Addressing potential bias concerns in emerging technologies requires collaboration from a diverse 

group across industry, civil society, academic, and government. R&D should focus on developing data 
 
 

 
4 https://www.ihrim.org/2021/12/how-people-analytics-can-prevent-algorithmic-bias-by-commissioner-keith-e- 
sonderling/ 
5  https://aws.amazon.com/machine-learning/responsible-machine-learning/ 

http://www.ihrim.org/2021/12/how-people-analytics-can-prevent-algorithmic-bias-by-commissioner-keith-e-
http://www.ihrim.org/2021/12/how-people-analytics-can-prevent-algorithmic-bias-by-commissioner-keith-e-
https://aws.amazon.com/machine-learning/responsible-machine-learning/


  

 

driven techniques, metrics, and tools that industry can operationalize to improve how they measure and 

mitigate bias in concrete terms. 

4. Comments on AI R&D to help address the underrepresentation of certain demographic groups in 

the AI workforce. 

Greater access to AI/ML education and training will lead to a more diverse workforce. The US 

government needs to support large-scale educational initiatives to ensure increased access for people, 

especially for underrepresented groups. This additional investment by the Federal government will 

allow the workforce to more accurately mirror a diverse population. Exposing students, particularly K-12 

students, to AI/ML education equips them with the lifelong skills that are necessary to build successful 

careers in AI/ML fields. By addressing the gaps in education across the nation, which lead to an 

underrepresentation of certain groups in the AI workforce, we will see a more diverse group of people 

entering the workforce. 

AWS is committed to help train the future generation by investing in AI/ML education, and is 

investing in programs that serve communities that have rarely had access to this type of education. 

!ƳŀȊƻƴΩǎ ǇǊƛƳŀǊȅ ŎƻƳǇǳǘŜǊ ǎŎƛŜƴŎŜ ŦƻŎǳǎŜŘ ƛƴƛǘƛŀǘƛǾŜ ƛǎ !ƳŀȊƻƴ CǳǘǳǊŜ 9ƴƎƛƴŜŜǊτa four-part 

childhood to career program aimed at educating 10 million students from underrepresented and 

underserved communities each year to try computer science and coding. We encourage developing and 

increasing access to AI/ML training as a way to see an increase in diversity within the workforce in the 

future. 

AI/ML trainings should target colleges and community colleges that are non-technical to expand 

access to skill development and ensure that students who are not often the targets of technical trainings 

have the ability to pursue careers in AI/ML. This can be accomplished by supporting continuing 

education programs focused on AI/ML in nontraditional tech communities which will ultimately increase 

the diversity of the AI workforce. For example, MLU has been used for over six years to train our 

engineers, and last year much of this content has been available for free to customers and programs in 

community colleges nationally. 

Increased accessibility to AI R&D will also help reach new audiences and increase diversity in 

tech. For example, to help researchers learn about cloud computing, AWS curated a list of no-cost, on- 

ŘŜƳŀƴŘ ƻƴƭƛƴŜ ŎƻǳǊǎŜǎ ǘŀƛƭƻǊŜŘ ǘƻ ǊŜǎŜŀǊŎƘŜǊǎΩ ƴŜŜŘǎ ǘƘŀǘ ŀǊŜ ǿƛŘŜƭȅ ŀŎŎŜǎǎƛōƭŜΦ The AWS research 

team selected this list of courses from hundreds of available courses, specifically those who want to 

learn foundational cloud services. These online courses are available at any time to help users learn new 

cloud skills and services. AWS helps researchers process complex workloads by providing the cost- 

effective, scalable, and secure compute, storage, and database capabilities needed to accelerate time- 

to-science. Scientists can quickly analyze massive data pipelines, store petabytes of data, and share their 

results with collaborators around the world. 

5. Comments on strategic directions related to international cooperation on AI R&D and on providing 

inclusive pathways for more Americans to participate in AI R&D. Additionally, comments are invited 

as to existing strategic aims, along with their past or future implementation by the Federal 

government. 

A) Support for global AI standards 



  

 

Geopolitical realities have contributed to growing recognition of the importance of government 

participation for enhancing cooperation on digital technical standards. Work on standards development 

also offers an opportunity to accelerate a broader joint technology agenda. The recent G7 Digital and 

Technology Ministerial Declaration was a particularly solid endorsement, specifically its detailed annex 

on collaboration on digital technical standards. The ŘŜŎƭŀǊŀǘƛƻƴΩǎ endorsement of multi-stakeholder and 

industry-led standards developmentτand of standards consistent with open, democratic societiesτ 

provides a robust framework to guide collaboration. As such, the US should seek to expand strategic 

cooperation on standards development among the US, EU, Canada, and the UK, among like-minded 

countries, and among states that are undecided on the direction of their technology governance, 

including in the Global South. 

To ensure greater diversity and representativeness in Standard setting bodies, the US should 

provide financial and technical support for subject matter experts (SMEs) and other stakeholders less 

likely to otherwise participate in the process. Working with like-minded countries, the US should work 

on joint coordination and identification of the types of technical capacity required to advance specific 

standards, and then seek out the corresponding availability of such know-how in underrepresented 

organizations. Understanding the realities of the settings where these talents are located will help 

identify the correct policy and financing mechanisms to incentivize participation (tax credits to pre- 

revenue startups, for example, will be of little value). Indeed, efforts to render SDOs more accessible to 

voices across the stakeholder spectrum will help serve their core mission to produce strong technical 

standards that enhance competitiveness, innovation and the public interest more broadly. 

Indeed, it is our view that there are still numerous AI standards to be launched and developed 

and that many AI standards currently in advanced development (ISO 42001 on AI Management Systems, 

for instance) will require further refinement and precision, likely based on certain categories of high-risk 

use-cases. This will require work and deep technical expertise. 

Finally, the US and its closest allies will have to look beyond standards alone if they aim to drive 

support forτand broader global adoption ofτtheir AI governance roadmap. For instance, the US should 

engage their respective cooperation agencies to address technology development issues and digital 

infrastructure plans across the Global South. The UK, for instance, has been active in cyber capacity- 

building across partner countries in the Global South. Efforts of this nature should be broadened and 

reinforced, alongside parallel efforts to address the digital technical standards meant to underpin AI 

governance. This reflects a call to action of the National Security Commission on Artificial Intelligence 

(NSCAI). 

We support the work that NIST performs in benchmarking, but continue to advocate for 

improved testing methodologies and resources that would allow NIST to perform benchmarking directly 

evaluating cloud hosted capabilities. 

B) International Collaboration with foreign bodies that have AI principles 

AWS is working closely with the OECD to demonstrate their implementation through various 

tools, including our own responsible use guidelines and more technical tools, such as Amazon 

SageMaker Clarify. Moreover, AWS is actively involved in international AI standards setting 

organizations as well as collaborating on international draft legislation like the EU AI Act. 



  

 

6. Comments on existing strategic aims, along with their past or future implementation by the Federal 

government. 

Since the 2019 update, multiple federal agencies have incorporated ethics principles to guide 

the way in which AI is adopted and applied. For example, the Department of Defense adopted in 2020 

and reaffirmed in 2021 Ethical Principles for Artificial Intelligence, while the intelligence community 

adopted Principles of Artificial Intelligence Ethics for the Intelligence Community as well as the 

Intelligence Community Artificial Intelligence Ethics Framework. We encourage the 2022 update of the 

Strategic Plan to reference these efforts. 

 

 
We thank you for the opportunity to respond. 

 

 
Sincerely, 

 

 
Shannon Kellogg 

Vice President, AWS Public Policy ς Americas 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 
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AI R&D RFI Response Team 

2415 Eisenhower Avenue 

Alexandria, VA 22314, USA 

 

Submitted electronically via Regulations.gov 

 
RE: RFI Response: National Artificial  Intelligence Research and Development Strategic Plan 

To Whom It May Concern ï 

The American Psychological Association (APA) appreciates the opportunity to comment 

on the National Artificial Intelligence Research and Development Strategic Plan require for 

information. This request represents a step in the right direction towards ensuring that 

stakeholders across disciplines are represented in future efforts to deploy artificial intelligence. 

In addition to the comments below, APA endorses the comment submitted from the Society for 

Industrial and Organizational Psychology. 

 

APA is the largest scientific and professional organization representing psychology in the 

U.S., numbering over 133,000 researchers, educators, clinicians, consultants, and students. For 

decades, psychologists have a played vital role in the development and deployment of 

technologies and neurological science. These contributions have been essential to the currently 

available artificial intelligence enabled technologies and psychological science should continue 

to be at the heart of strategic planning of AI deployment. 

 

The comments below represent three primary areas where the Strategic Plan should 

ensure the discipline of psychology is included: increased investments in research on artificial 

intelligence, ethics of artificial intelligence, and artificial intelligence and implicit bias. 

 

Increased Investments in Research on Artificial  Intelligence 

 

APA strongly supports the need for additional investments in research related to Artificial 

Intelligence. From the current technological and research standpoint, it is almost impossible to 

predict the impact of future AI-informed technologies. There is an imperative that as the 

technologies grow in their capabilities and prevalence, that research surrounding their impact also 

increases. Future research funding in this area should ensure that psychological and behavioral 

science is adequately represented. The impact of AI on mental and behavioral health must 

continue to be examined to ensure we mitigate any harmful impacts caused by new systems. 

750 First Street, NE 
Washington, DC 20002-4242 



 

 

 

 
 

 

Ethics of Artificial Intelligence 
 

There are some fundamental research opportunities the AI research community must 

investigate. AI Ethics and Psychology is an evolving discipline essential to the study of how AI 

learns from society and humans and how AI makes consequential decisions in critical settings.1 

Studies have demonstrated that AI automatically learns implicit biases from language corpora 

and accordingly perceives the world in a biased manner.2 These implicit biases that have been 

documented in social psychology for decades include racial, gender, sexuality, ability, and age 

attitudes.3 Moreover, these findings provide insights about how language might be impacting the 

social cognition of both AI and humans. 

 

There are, additionally, ethical implications for what AI learns, how AI learns, and AIôs 

subsequent decision-making. For example, developing transparency enhancing algorithms for 

measuring and simulating AI bias and equity would make it possible to analyze the ethical 

implications of AI in a variety of domains including natural language and computer vision.4 

Alternatively, these AI methods could examine and analyze current and historical social and 

human cognition.5 This research program would allow for understanding how AI is co-evolving 

with humanity, as AI is shaping society and impacting individualsô lives in an accelerated 

manner and at an unprecedented scale. While beyond the scope of this Request for Information, 

there remains no comprehensive regulation for auditing how AI impacts equity and fairness in 

democratic societies.6 Consequently, these promising research areas of computer and 
 

 

1 Caliskan, A., Bryson, J.J., & Narayanan, A., (2017). Semantics derived automatically from language corpora 

contain human-like biases. Science, 356(6334), 183-186. 10.1126/science.aal4230. 

 
2 Pandey, A., & Caliskan, A., (2021). Disparate Impact of Artificial Intelligence Bias in Ridehailing Economy's 

Price Discrimination Algorithms. In Proceedings of the 2021 AAAI/ACM  Conference on AI, Ethics, and Society. 

822-833. 

 
3 Greenwald, A. G., & Banaji, M. R. (1995). Implicit social cognition: Attitudes, self-esteem, and stereotypes. 

Psychological Review, 102(1), 4ï27. https://doi.org/10.1037/0033-295X.102.1.4; Greenwald, A. G., McGhee, D. E., 
& Schwartz, J. L. K. (1998). Measuring individual differences in implicit cognition: The implicit association test. 

Journal of Personality and Social Psychology, 74(6), 1464ï1480. https://doi.org/10.1037/0022-3514.74.6.1464. 

 
4 Steed, R., & Caliskan, A. (2021). A set of distinct facial traits learned by machines is not predictive of appearance 

bias in the wild. AI Ethics 1, 249ï260. https://doi.org/10.1007/s43681-020-00035-y 

 
5 Caliskan, A., &  Lewis, M. (2020, July 16). Social biases in word embeddings and their relation to human 

cognition. https://doi.org/10.31234/osf.io/d84kg 

 
6 Caliskan, A. (2021, May 10). Detecting and mitigating bias in natural language processing. Brookings Institution. 

https://www.brookings.edu/research/detecting-and-mitigating-bias-in-natural-language-processing/ 

http://www.brookings.edu/research/detecting-and-mitigating-bias-in-natural-language-processing/


 

 

 

 
 

information science contribute to data-driven policy making and law while having implications 

for psychology, political science, sociology, linguistics, and philosophy. 

 

Artificial  Intelligence and Implicit  Bias 
 

Given evidence that AI can reproduce discrimination and bias against individuals and 

groups, it is imperative to leverage psychological science and examine people's expectations 

about and reactions to the fairness and potential discrimination of AI versus human agents. An 

emerging line of research suggests that people expect AI to be less biased than humans in some 

cases and are less outraged when they learn of bias from an AI  versus human actors.7 Algorithms 

appear less discriminatory than humans, perhaps incorrectly engendering trust and comfort from 

human users. The early evidence shows that decisions about AI and how it is implemented 

reflect the world view and values of the human beings who design them and set policy for how it 

is used. Given the massive and increasing influence of AI on people's lives, it is critical to better 

appreciate how people understand and react to such influence, especially when the AI is 

perceived to be biased or unfair. 

 

Without the help of psychological science, we risk harming already disadvantaged 

populations and creating systems that perpetuate harmful stereotypes and bias. AI systems are 

often trained using large data sets of human attributes or demographics that have the potential to 

integrate biases related to gender identity, race, and other characteristics. These systems then 

spread the biases in their interactions with humans or other technology-informed systems, with 

implications for equity and fairness. Psychologistsô research on the various forms of resulting 

bias and the detrimental impacts are being used to develop data sets that are less biased and AI 

systems that can detect and compensate for biases in data. Findings from this research should be 

incorporated into future deployments of artificial intelligence tools, especially when being 

funded or used by the federal government. 

 

While we remain broadly supportive of the strategic aims set forward by the National 

Artificial Intelligence Research and Development Strategic Plan, it is important that 

psychological and behavioral science is included in each strategy to ensure comprehensive 

consideration of the broad impact of AI technologies. 

 

APA again thanks you for the opportunity to comment on this policy. If  APA can be of 

any further assistance, please contact Corbin Evans, Senior Director of Congressional and 

Federal Relations, at . 
 

 

 

7 Jago, A. S., &  Laurin, K. (2021). Assumptions About Algorithmsô Capacity for Discrimination. Personality and 

Social Psychology Bulletin. https://doi.org/10.1177/01461672211016187 



 

 

 

 
 

 

 

 

 

 

Katherine Burnett McGuire, MS 

Chief Advocacy Officer, APA 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 
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Subject: Anthropic Comment Regarding ñUpdate of the National Artificial  Intelligence 

Research and Development Strategic Planò 

Reference: 87 FR 5876, Document Number 2022-02161 

 

 

 
Update of the National Artificial  Intelligence Research and Development Strategic Plan 

 
Anthropic welcomes the opportunity to provide feedback to the Office of Science and 

Technology Policy (OSTP) in response to a Request for Information (RFI) on updates to the 

National Artificial Intelligence Research and Development Strategic Plan. Our submission 

focuses on recent developments in artificial intelligence (AI) research, and how the federal 

government can foster a more competitive research and development (R&D) environment 

through additional support of four existing strategies. 

Anthropic is an AI safety and research company working to build reliable, interpretable, and 

steerable AI systems. Weôre an organization with backgrounds in research, engineering, and 

policy, and we approach AI development from a cross-disciplinary perspective. Our founding 

team previously worked at OpenAI, where they helped develop a large-scale language model 

called ñGPT-3,ò which played a key role in the recent rise of more general AI systems. 

In this response, we provide a brief overview of some of the technical advancements made since 

the 2019 Update that demonstrate just how quickly progress moves in AI. We argue that who 

drives (and ultimately benefits from) this progress has become increasingly unequal over the past 

decade, with a larger concentration of AI development driven by a small number of industry 

actors. As a result, the development of AI systems and the broader ecosystem that surrounds 

them are primarily influenced by commercial priorities, which do not necessarily reflect the 

needs of the public. 

The lack of broad public participation in AI development, coupled with an insufficient AI 

assurance ecosystem, threaten not only a competitive R&D environment, but also public trust in 

AI more broadly. The federal government can rectify these challenges by bolstering support for 

current areas in the Strategic Plan: long-term investments in AI research (Strategy 1), shared 

public infrastructure for AI training and testing (Strategy 5), developing trusted AI  measurement 

initiatives (Strategy 6), and using those efforts to validate that AI systems are safe and secure 

(Strategy 4). 
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Since the 2019 Update, AI  Research has Made Tremendous, Unexpected Progress 
 

As articulated in the 2019 Update, progress in AI was ï until that point ï largely driven by 

ñnarrowò AI systems that demonstrated strong performance on specific tasks (typically basic 

classification or pattern-recognition tasks), while more general-purpose AI systems remained 

elusive. Less than one year after the 2019 Update was written, OpenAI released a language 

model called ñGPT-3ò1, a system that could read, write, and classify text, and could be 

programmed via people giving it instructions in natural language. 

GPT-3 and the models that followed (e.g. Microsoft and NVIDIAôs ñMegatron Turing-NLGò2, 

DeepMindôs ñGopher,ò3 etc.) represent a new class of general AI systems. Crucially, they are 

generative AI systems ï instead of simply classifying or recognizing patterns in existing data, AI 

can now generate original data. This data often takes the form of written content (or for some 

models, synthetic imagery), and can be produced at such a high degree of quality that it is, in 

some cases, indistinguishable from data created by humans. These models represent a 

fundamental shift in the capabilities of AI systems and have altered the trajectory for frontier 

research and development in AI. 

 

 
Timeline of public disclosures of GPT-3 scale dense language models4 

 

This new class of general models has made remarkable progress towards a number of goals 

described in the 2016 Strategic Plan, which were considered ñstill farò off at the time the Plan 

was written. These systems come much closer to the ñflexibility and versatility of human 

intelligence in a broad range of cognitive domains,ò than what was envisioned in the Strategic 

Plan and its subsequent Update. For example, they can increase the efficiency of software 

 

1 Brown, T. B., et al. (2020). Language Models are Few-Shot Learners. arXiv. https://arxiv.org/abs/2005.14165 
2 Smith, S., et al. (2022). Using DeepSpeed and Megatron to Train Megatron-Turing NLG 530B, A Large-Scale 

Generative Language Model. arXiv. https://arxiv.org/abs/2201.11990 
3 Rae, J. W., et al. (2021). Scaling Language Models: Methods, Analysis & Insights from Training Gopher. arXiv. 

https://arxiv.org/abs/2112.11446 
4 Ganguli, D., et al. (2022). Predictability and Surprise in Large Generative Models. arXiv. 

https://arxiv.org/abs/2202.07785 

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2201.11990
https://arxiv.org/abs/2112.11446
https://arxiv.org/abs/2202.07785
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engineers in computer programming tasks5 and generate creative and original images from plain 

text descriptions6. In the three years since the Update, developers have built a growing number of 

systems that can do the tasks the Strategic Plan considered aspirational ï in the case of 

generative language models (e.g. those represented above), todayôs frontier AI systems are able 

to read and summarize text, answer questions about complex technical subjects, and generate 

original prose. 

Research and development in AI has progressed far more quickly than what was anticipated in 

the 2016 Strategic Plan and the subsequent 2019 Update; we now have systems that can 

successfully complete a variety of tasks without explicit training. This rate of progress, 

potentially accelerated by enhanced government support, suggests a future of increasingly 

powerful general AI systems. Breakthroughs in AI R&D now occur far too quickly for 

national strategic plans to be updated on a three-year cadence; without detailed and timely 

information about AI progress, the federal government risks missing critical research priorities 

and areas for additional investment7. A more frequent review of the Strategic Plan could help 

translate real-time research findings into actionable recommendations that support a competitive 

R&D environment. 

 

 
Rapid Progress in AI Has Been Isolated to a Handful of Private Organizations 

 

Despite the recent influx of large-scale general systems, only a small number of highly-resourced 

organizations are able to develop them. Today, these models are developed by private companies, 

either established technology firms or smaller startups, with academic institutions and public 

sector organizations notably missing. This is largely due to the resource-intensity of these 

systems. Developers must have access to sufficient amounts of computing power (compute) to 

train these models, which can cost on the order of several millions of dollars4 and far exceed 

academic research budgets for this sort of work. 
 

Beyond the significant cost, AI systems have become so large that theyôre increasingly unwieldy 

to train. Where systems were once able to fit  on a single processor, todayôs frontier systems must 

be distributed across massive clusters of processors working in parallel, requiring highly 

sophisticated software engineering skills8. Unlike other stakeholders in AI development, industry 

actors have access to both large R&D budgets and exceptional engineering talent. This has 

created a dynamic where a small number of industry actors drives an increasing portion of 

computationally-intensive AI research. 

5 GitHub. (2021). GitHub Copilot. https://copilot.github.com/ 
6 OpenAI. (2021, January 5). DALL·E: Creating Images from Text. https://openai.com/blog/dall-e/ 
7 Whittlestone, J., &  Clark, J. (2021). Why and How Governments Should Monitor AI  Development. arXiv. 

https://arxiv.org/abs/2108.12427 
8 Lohn, A., &  Musser, M. (2022). AI  and Compute - How Much Longer Can Computing Power Drive Artificial 

Intelligence Progress? Center for Security and Emerging Technology. 

https://cset.georgetown.edu/publication/ai-and-compute/ 

https://copilot.github.com/
https://openai.com/blog/dall-e/
https://arxiv.org/abs/2108.12427
https://cset.georgetown.edu/publication/ai-and-compute/
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(Left) The amount of compute required by major AI projects over time is increasing exponentially for both academic 

(blue) and industrial (orange) projects. (Right) The proportion of large-scale AI results from academia is steadily 

decreasing. Blue curve represents a Lowess fit to the data4. 

 

As costs to build frontier AI systems have grown largely out of reach for academic stakeholders, 

public funding for university R&D has lagged, exacerbating an already unequal playing field for 

model development. With data from the Organization for Economic Cooperation and 

Development (OECD), ITIF found that the United States ranked 24th out of 36 nations in terms 

of government funding for university R&D, as a portion of gross domestic product. The study 

also found that the United States would need to spend an additional $90 billion per year to match 

the university R&D spending of the 1st place country (Norway)9. 

These two interrelated factors ï increased costs to build advanced AI systems and 

insufficient public funding for  non-commercial research ï have created a vastly unequal 

R&D  landscape that requires federal intervention. Without additional investment directed 

towards public organizations, the future of AI development will  be controlled by a handful of 

private actors, primarily motivated by commercial interests. 

 

 
Commercial Incentives Influence the Systems that Get Built and the Broader Ecosystem 

 

Due to the incentives of private industry, corporate organizations may be more inclined to 

prioritize profitable deployments over systems with fewer economic use cases but broader 

societal benefit. In contrast, academia may be motivated more by the pursuit of knowledge than 

profit, and has more immediate access to varied expertise for interdisciplinary research and 

evaluation of AI  systems4. A thriving R&D environment ï where both industry and academia 
 

 
9 Atkinson, R. D., & Gawora, K. (2021, April  12). U.S. University R&D Funding Falls Further Behind OECD 

Peers. Information Technology & Innovation Foundation. 

https://itif.org/publications/2021/04/12/us-university-rd-funding-falls-further-behind-oecd-peers 

https://itif.org/publications/2021/04/12/us-university-rd-funding-falls-further-behind-oecd-peers
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can participate fully  ï will  require a concerted effort to bolster Strategies 1 and 5 of the Strategic 

Plan. 

Beyond having an outsize role in determining the types of systems that get created, industry 

actors arenôt generally in the business of creating measurement and monitoring infrastructure for 

a broad range of AI technologies. While individual companies may create methods to evaluate 

their own systems in isolation, thereôs little incentive to build the broader ecosystem to critically 

evaluate AI models for safety or public benefit. Where other stakeholders (e.g. public sector, 

academia, civil  society, etc.) might otherwise step in and fill  that void, they lack the resources to 

build these models and access them directly. 

We refer to this measurement and monitoring infrastructure as an ñassurance ecosystem,ò or a set 

of overlapping protection mechanisms that provide certainty and trust that AI systems will 

operate as intended. With an orientation towards the public interest, the federal government 

should be the primary stakeholder to develop this ecosystem of AI assurance, and can work in 

collaboration with academic researchers and civil society. 
 

While both the 2016 Plan and 2019 Update highlight the need for AI evaluations to verify system 

safety, more work remains to be done. We must develop standardized performance and safety 

indicators, be able to accurately and uniformly measure those indicators, and create a 

process to regularly evaluate AI models at scale. This system would need to be built with 

adaptability in mind, in order to evolve measurement techniques with new developments from 

the research community. By placing renewed emphasis on Strategies 4 and 6 of the Strategic 

Plan, the federal government can stay more attuned to real-time progress and foster a responsible 

R&D environment. 

 

 
The Government Should Support Broader Participation in AI Development (Strategies 1 & 5) 

 

We echo the concern in the 2016 Plan that states ñprogress [will]  suffer if  AI  training and testing 

is limited to only a few entities,ò and unfortunately, this consolidation is already apparent in the 

recent releases of large-scale AI systems. The federal government can rectify this imbalance by 

creating public experimental infrastructure ï a shared research environment that includes access 

to compute resources and datasets through a centralized user interface. An initiative of this sort 

could facilitate large-scale AI experimentation and model development for academic 

stakeholders, and it is the strongest way to support long-term investments in AI research 

(Strategy 1). 

Since the 2019 Update was written, Congress passed the National AI Initiative Act of 2020, 

which among other efforts, directed the National Science Foundation (NSF) and the Office of 

Science and Technology Policy (OSTP) to form a National AI Research Resource (NAIRR) Task 

Force to design a roadmap for how this kind of shared public infrastructure could be created at 
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scale. The NAIRR represents an opportunity to both restore a healthy balance between industry 

and academic contributions to AI R&D, and also to include researchers that have historically 

been underrepresented in AI. 

Anthropic firmly supports the goals of the NAIRR; we view its future establishment to be 

the successful manifestation of Strategy 1, and the ideal environment to host the compute 

resources, datasets, and testbeds outlined in Strategy 5. Without the NAIRR, academic 

researchers would need to negotiate and manage compute access with cloud service providers or 

high-performance computing centers, spend valuable research time on software management 

needs, and work only with open source data or data available within their institution. Instead of 

accessing communal resources through centrally-managed infrastructure, every academic 

research effort would need to tackle these hurdles independently, ultimately taking away from 

time spent on innovative R&D. 

The need for sufficient computational resources and high-quality datasets reflected in the 2019 

Update to Strategy 5 has become even more pronounced in this new era of general AI systems. 

As described above, the amount of compute required for major AI projects has rapidly increased 

over time, with general AI systems being among the most compute-intensive. With sufficient 

funding, the NAIRR can help reintegrate the academic stakeholders that have been pushed out of 

frontier research due to rising costs in model development. To ensure academia can build and 

research the kinds of general systems currently developed by industry actors, the NAIRR should 

reserve a non-trivial percentage of compute resources for a handful of industry-scale projects. 

Strategy 5 accurately notes that the resources to train and test AI systems ï including compute, 

quality datasets, and interactive testbeds ï is a ñsignificant ópublic goodô challengeò. While 

private industry has access to an abundance of proprietary data from deployed commercial 

products, AI researchers in academia typically rely on open source datasets or data available 

within a university setting. A shared experimental resource such as the NAIRR could provide 

secure access to public sector data for research in areas with broad societal relevance (e.g. 

healthcare, climate, the economy, etc.), rather than commercial interests of the private sector10. 

 

 
Competitive AI R&D Requires Robust System Assurance (Strategies 4 & 6) 

 

If  the federal government wants to ensure the U.S. AI research and development community is 

working in the interests of both the economy and the nation at large, then the government will 

need more detailed and timely information about how AI research is progressing. Specifically, 

the government should seek to measure and monitor the AI research landscape (or work with 

partners who can), to give it better information about the rapidly evolving state of the AI  

ecosystem. In doing so, the government will be better equipped to evaluate new research 
 

10 Stanford University Human-Centered Artificial  Intelligence. (2021, October). Building a National AI Research 

Resource. https://hai.stanford.edu/white-paper-building-national-ai-research-resource 

https://hai.stanford.edu/white-paper-building-national-ai-research-resource
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priorities, compare the strength of the US R&D landscape relative to other countries, and create 

standardized approaches to impact assessments and system assurance7. 

In addition to building out dedicated monitoring infrastructure, the federal government can 

continue to collaborate with external experts to better understand current research efforts at the 

frontier of the field. Through public comment periods and advisory bodies such as the National 

AI Advisory Committee (NAIAC), a range of stakeholders can present a more comprehensive 

and representative account of the AI R&D landscape. Without the real-time insights made 

possible through regular monitoring and public participation, the information asymmetry 

between the private and public sectors will widen. This asymmetry increases the risk of unsafe 

deployments, reactive regulatory responses, and the development of AI  evaluation programs that 

benefit commercial actors rather than the public7. 

Beyond keeping the government informed of the speed of AI progress, investing in an assurance 

ecosystem will  allow multiple stakeholders the ability to properly evaluate and verify AI systems 

for performance and safety. System assurance provides model developers with certainty in the 

reliability of their models, end users with trust that models will act as intended, and government 

stakeholders with confidence that systems are safe for the general public. Effective evaluation is 

also a necessary prerequisite for meaningful regulation. For a wide variety of other powerful 

technologies (e.g. aviation, food and drugs, vehicles, etc.), we have dedicated institutions that 

develop product safety standards and rigorously test systems for compliance, yet we lack the 

equivalent for AI. 
 

Assurance is critical not only for verifying system safety ï it also enables stronger R&D. 

Strategy 6 of the 2016 Plan correctly recognizes that ñbenchmarks [and evaluations] drive 

innovation by promoting advancements aimed at addressing strategically selected scenarios; they 

additionally provide objective data to track the evolution of AI science and technologiesò. In the 

six years following the release of the 2016 Strategic Plan, weôve witnessed incredible progress in 

the field of AI but unfortunately, the development of objective standards and benchmarks has not 

kept pace with technological progress. 

While isolated measures of performance and safety exist for specific domains, no comprehensive 

assurance system exists for the vast range of AI technologies in development and in use today. 

For certain tasks such as image recognition, the AI & ML community can turn to standardized 

datasets and evaluations (e.g. ImageNet11) to measure the performance of computer vision 

models. Drawing on this foundation, we must build standardized ways to measure and test the 

potential social effects of these systems ð Do they exhibit bias? Do they act in accordance with 

widely-held human values? Do they share sensitive data that may have been encountered during 

model training? 

 

 

 

11 Imagenet. Retrieved Mar 1, 2022, from https://www.image-net.org/index.php 

https://www.image-net.org/index.php
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We see this work as best suited to the public sector and organizations such as the National 

Institutes of Standards and Technology (NIST), with support from the broader research 

community. The development of AI  testbeds, created and managed by NIST, would allow for the 

comparative evaluation of different AI  models using centralized datasets and standardized testing 

protocols. In addition to building testbeds directly, NIST could validate and collate evaluations 

created by independent researchers to create a catalog of NIST-approved tests for deployed 

models and those in development. These are significant efforts; NIST and others charged with 

this work must be properly resourced in both infrastructure and expert personnel. 

In parallel with efforts to build standards and benchmarks, the federal government should 

provide financial grants to researchers specifically interested in building measures of AI  

assurance and could do so through initiatives such as the NAIRR. A significant allocation of 

research grants could be reserved for researchers developing assurance indicators with wide 

societal relevance, including measures of model bias or accuracy. Broader participation in the 

development and evaluation of AI systems will  lead to a more comprehensive and representative 

ecosystem for AI assurance. Being able to objectively measure and validate how AI systems 

perform (Strategy 6) will  be a critical component to ensure their safety and security (Strategy 4). 

 

 
Conclusion 

 

In the time since the 2019 Update was written, weôve seen a rapid emergence of increasingly 

capable, general AI systems. These models demonstrate a surprising range of capabilities, ones 

they were never explicitly trained to do. Theyôre used to augment the work of professionals and 

hobbyists, and they present us with expanded possibilities for what it means to generate outputs 

that are creative, valuable, and socially relevant. When a diverse network of people can play an 

active role in the development and oversight of these systems, weôre far more likely to have AI 

technologies that can be used to tackle meaningful challenges with broad public interest. 

The Planôs strategic priorities ï if  supported fully  ï are directionally aligned with the needs of a 

future where these systems are integrated into multiple facets of everyday life. The government 

can accelerate progress in long-term, fundamental research (Strategy 1) by expanding public 

access to experimental infrastructure (Strategy 5). By creating a robust ecosystem for AI 

monitoring and assurance (Strategies 4 and 6), the government can ensure that those 

advancements are safe, trusted, and broadly beneficial. 
 

Thank you for your work on this critical topic, and for the opportunity to provide input. 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 
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March 4, 2022 
 

COMMENTS IN RESPONSE TO RFI TO THE UPDATE 
OF THE NATIONAL ARTIFICIAL INTELLIGENCE 

RESEARCH AND DEVELOPMENT STRATEGIC PLAN 
(DOCUMENT NUMBER 2022-02161) 

 
The non-profit Association for Computing Machinery (ACM), with more than 50,000 U.S. members 
and approximately 100,000 worldwide, is ǘƘŜ ǿƻǊƭŘΩǎ ƭŀǊƎŜǎǘ ŜŘǳŎŀǘƛƻƴŀƭ and scientific computing 
ǎƻŎƛŜǘȅΦ !/aΩǎ US Technology Policy Committee (USTPC), currently comprising more than 160 
members, serves as the focal point for ACM's interaction with all branches of the US government, 
the computing community, and the public on policy matters related to information technology. It 
is charged with providing policy and law makers throughout government with timely, substantive 
and apolitical input on computing technology and the legal and social issues to which it gives rise.1 

 
Lƴ ǊŜǎǇƻƴǎŜ ǘƻ ǘƘŜ hŦŦƛŎŜ ƻŦ {ŎƛŜƴŎŜ ŀƴŘ ¢ŜŎƘƴƻƭƻƎȅ tƻƭƛŎȅΩǎ wŜǉǳŜǎǘ ŦƻǊ LƴŦƻǊƳŀǘƛƻƴ ǘƻ ǘƘŜ 
Update of the National Artificial Intelligence Research and Development Strategic Plan of February 
1, 2022 (RFI),2 USTPC is pleased to submit the following comments:3 

 

CƛǊǎǘΣ ǿƘƛƭŜ ǿŜ ǎǳǇǇƻǊǘ ŀƭƭ ŜƛƎƘǘ ƻŦ ǘƘŜ ǎǘǊŀǘŜƎƛŜǎ ƻǳǘƭƛƴŜŘ ƛƴ ǘƘŜ ά¢ƘŜ bŀǘƛƻƴŀƭ !ǊǘƛŦƛŎƛŀƭ LƴǘŜƭƭƛ- 
ƎŜƴŎŜ wϧ5 {ǘǊŀǘŜƎƛŎ tƭŀƴΥ нлмф ¦ǇŘŀǘŜΣέ ǿŜ ŀǊŜ ǇƭŜŀǎŜŘ ǘƘŀǘ ǘƘŜ ƻǾŜǊŀƭƭ Ǉƭŀƴ ƛǎ ōŜƛƴƎ ǊŜǾƛŜǿŜŘ 
and updated. We especially encourage a focus on strategies 3 and 4: άǳƴŘŜǊǎǘŀƴŘ and address the 
ŜǘƘƛŎŀƭΣ ƭŜƎŀƭΣ ŀƴŘ ǎƻŎƛŜǘŀƭ ƛƳǇƭƛŎŀǘƛƻƴǎ ƻŦ !Lέ ŀƴŘ άŜƴǎǳǊŜ ǘƘŜ ǎŀŦŜǘȅ ŀƴŘ ǎŜŎǳǊƛǘȅ ƻŦ !L ǎȅǎǘŜƳǎΣέ 
respectively. The Committee notes that building systems that achieve these aims is difficult. We 
believe, therefore, that emphasizing and enabling research to advance the field of accountable AI 
system design is especially important. 

 
 
 
 

1 To arrange for a technical briefing from USTPC and other ACM expert members, please contact Adam Eisgrau, ACM 

Director of Global Policy & Public Affairs, at acmpo@acm.org or 202-580-6555. 

2 See 87 FR 5876 (February 2, 2022) at https://www.federalregister.gov/documents/2022/02/02/2022-02161/request- 

for-information-to-the-update-of-the-national-artificial-intelligence-research-and. 

3 The lead author of these Comments for USTPC was its Artificial Intelligence & Algorithms Subcommittee Chair Prof. 

Jeanna Matthews of Clarkson University. Also contributing were USTPC members L. Jean Camp, Charalampos Chelmis, 

Thomas Chen, Carlos Jiménez, Arnon Rosenthal, Ben Schneiderman, and Kenneth Zhang. 

https://www.acm.org/
https://www.acm.org/public-policy/ustpc
https://www.acm.org/public-policy/ustpc/member-roster
https://www.acm.org/public-policy/ustpc/member-roster
mailto:acmpo@acm.org
https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and
https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and
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Second, we recommend that the Strategic Plan adopt the broadest possible definition of artificial 
intelligence to include, specifically, automated or algorithmic decision-making systems more 
broadly. This is appropriate and necessary because, when automated systems are used to make 
critical decisions impacting society and the lives of individuals, the ethical, legal, societal, safety 
and security issues are similar regardless of the complexity or interpretability of the algorithms. 
Analysis of safety and security should include comprehensive evaluation of data compilations used 
for training, the accuracy of decision-making systems, and the potential for the abusive use of 
platforms. 

 
Third, we encourage revision of the current plan to rank tiers of systems based on the critical 
nature of their impact on individuals and society and to hold systems classified in higher tiers to 
proportionately higher standards of verification and validation, testing, documentation and 
explanation. The criteria for determining the level of rigor applied to a system should be 
dependent on its impact on individuals and society, rather than the complexity of its algorithms, 
or of the size or nature of the company producing it. Automated decision-making systems 
impacting human life and liberty should be held to the highest standards including independent 
verification and validation, audit trails, and retrospective analyses of failures. The same should be 
true for systems deployed in high impact or highly regulated areas such as hiring, housing, credit, 
and the allocation of public resources, and others. 

 

Finally, in updating the National Artificial Intelligence Research and Development Strategic Plan, 
we respectŦǳƭƭȅ ŎƻƳƳŜƴŘ ǘƘŜ ŀƎŜƴŎȅΩǎ ŀǘǘŜƴǘƛƻƴ ǘƻ ǘƘŜ ŀǘǘŀŎƘŜŘ {ǘŀǘŜƳŜƴǘ ƻƴ !ƭƎƻǊƛǘƘƳƛŎ 
Transparency and Accountability4 and its seven associated principles: 1) awareness; 2) access and 
redress; 3) accountability; 4) explanation; 5) data provenance; 6) auditability; and 7) validation and 
ǘŜǎǘƛƴƎΦ ¢ƘŜ {ǘŀǘŜƳŜƴǘ ƛǎ ŀ Ƨƻƛƴǘ ǇǊƻŘǳŎǘ ƻŦ !/aΩǎ 9ǳǊƻǇŜ ŀƴŘ ¦{ ǇƻƭƛŎȅ ŎƻƳƳƛǘǘŜŜǎΦ 

 
ACaΩǎ US Technology Policy Committee looks forward to assisting OSTP, NSF and other agencies 
throughout the process of reconsideration and revision of the 2019 Strategic Plan and welcomes 
all inquiries to that end. For further information, or should you have any other questions, please 
ŎƻƴǘŀŎǘ !/aΩǎ 5ƛǊŜŎǘƻǊ ƻŦ Dƭƻōŀƭ tǳōƭƛŎ tƻƭƛŎȅΣ !ŘŀƳ 9ƛǎƎǊŀǳΣ ŀǘ нлн-580-6555 or 
eisgrau@acm.org. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

4   https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf 

mailto:eisgrau@acm.org
http://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
http://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
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Statement on Algorithmic Transparency and Accountability 

Computer algorithms are widely employed throughout our economy and society to make decisions that 
have far-reaching impacts, including their applications for education, access to credit, healthcare, and 
employment.1 The ubiquity of algorithms in our everyday lives is an important reason to focus on 
addressing challenges associated with the design and technical aspects of algorithms and preventing 
bias from the onset. 

 
An algorithm is a self-contained step-by-step set of operations that computers and other 'smart' devices 
carry out to perform calculation, data processing, and automated reasoning tasks. Increasingly, 
algorithms implement institutional decision-making based on analytics, which involves the discovery, 
interpretation, and communication of meaningful patterns in data. Especially valuable in areas rich with 
recorded information, analytics relies on the simultaneous application of statistics, computer 
programming, and operations research to quantify performance. 

 
There is also growing evidence that some algorithms and analytics can be opaque, making it impossible 
to determine when their outputs may be biased or erroneous. 

 

Computational models can be distorted as a result of biases contained in their input data and/or their 
algorithms. Decisions made by predictive algorithms can be opaque because of many factors, including 
technical (the algorithm may not lend itself to easy explanation), economic (the cost of providing 
transparency may be excessive, including the compromise of trade secrets), and social (revealing input 
may violate privacy expectations). Even well-engineered computer systems can result in unexplained 
outcomes or errors, either because they contain bugs or because the conditions of their use changes, 
invalidating assumptions on which the original analytics were based. 

 
The use of algorithms for automated decision-making about individuals can result in harmful 
discrimination. Policymakers should hold institutions using analytics to the same standards as 
institutions where humans have traditionally made decisions and developers should plan and architect 
analytical systems to adhere to those standards when algorithms are used to make automated decisions 
or as input to decisions made by people. 

 

This set of principles, consistent with the ACM Code of Ethics, is intended to support the benefits of 
algorithmic decision-making while addressing these concerns. These principles should be addressed 
during every phase of system development and deployment to the extent necessary to minimize 
potential harms while realizing the benefits of algorithmic decision-making. 

 
 

 

1 
Federal Trade Commission. ά.ƛƎ Data: A Tool for Inclusion or Exclusion? Understanding the LǎǎǳŜǎΦέ January 2016. 

https://www.ftc.gov/reports/big-data-tool-inclusion-or-exclusion-understanding-issues-ftc-report. 
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Principles for Algorithmic Transparency and Accountability 
 

1. Awareness: Owners, designers, builders, users, and other stakeholders of analytic systems should be 
aware of the possible biases involved in their design, implementation, and use and the potential harm 
that biases can cause to individuals and society. 

 
2. Access and redress: Regulators should encourage the adoption of mechanisms that enable 
questioning and redress for individuals and groups that are adversely affected by algorithmically 
informed decisions. 

 

3. Accountability: Institutions should be held responsible for decisions made by the algorithms that they 
use, even if it is not feasible to explain in detail how the algorithms produce their results. 

 
4. Explanation: Systems and institutions that use algorithmic decision-making are encouraged to 
produce explanations regarding both the procedures followed by the algorithm and the specific 
decisions that are made. This is particularly important in public policy contexts. 

 

5. Data Provenance: A description of the way in which the training data was collected should be 
maintained by the builders of the algorithms, accompanied by an exploration of the potential biases 
induced by the human or algorithmic data-gathering process. Public scrutiny of the data provides 
maximum opportunity for corrections. However, concerns over privacy, protecting trade secrets, or 
revelation of analytics that might allow malicious actors to game the system can justify restricting access 
to qualified and authorized individuals. 

 
6. Auditability: Models, algorithms, data, and decisions should be recorded so that they can be audited 
in cases where harm is suspected. 

 

7. Validation and Testing: Institutions should use rigorous methods to validate their models and 
document those methods and results. In particular, they should routinely perform tests to assess and 
determine whether the model generates discriminatory harm. Institutions are encouraged to make the 
results of such tests public. 
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Response to Request for Information to the Update of the National Artificial Intelligence 

Research and Development Strategic Plan (Federal Register Notice of February 2, 2022, pp 

5876-5878) 

 

The Association for the Advancement of Artificial Intelligence (AAAI) strongly supports the 

objectives of the National Artificial  Intelligence Research and Development Strategic Plan and the 

eight strategic priorities of the strategic plan. AAAI  is the leading scientific society for  artificial 

intelligence (AI), with more than 300 elected Fellows and over 6,000 members. 

 

In this brief commentary, we would like to raise one issue concerning the practical challenge of 

implementing the first strategic priority, "Make long-term investments in AI research." 

 

Much of the current excitement around AI arises from recent breakthroughs in machine learning 

(deep learning) and so-called data-driven AI. These breakthroughs have opened up opportunities 

for AI to contribute significantly to our society on climate change and sustainability, scientific 

discovery, personalized education, healthcare and well-being, and business innovation. However, 

these dramatic recent successes in AI have also generated a certain sense that fundamental AI 

research is "done" and that the remaining challenges are mainly on how to apply data-driven AI 

techniques to other domains. There is a perception that simply larger data sets with  more cloud 

computing resources will be sufficient to bring out the full potential of AI. We want to stress 

that this is not the case. To reach robust, interpretable, and human-compatible AI systems 

that adhere to desirable ethical guidelines will require further breakthroughs in core AI. 

 

By ñfundamental AI researchò we mean research that advances not only data-driven approaches 

but also knowledge-based approaches (such as those in planning, scheduling, decision making, 

and optimization), and that are human-centered rather than always closed and fully automated. 

Without a careful combination of all these AI  techniques, we will  not be able to tackle current and 

future challenges in many application domains, especially those that involve human-machine 

collaboration and high-stakes decision making where robustness and trust are fundamental notions. 

 

An important qu estion is how to create an environment that will enable such advances in 

order to support and reach the next level of AI. In 2019, AAAI  released ñA 20-Year Roadmap 

for AI Research in the USò, co-sponsored by AAAI  and the Computing Community Consortium, 

and involving inputs from over a hundred leading AI researchers and extensive feedback from the 

broader community. In the roadmap, among several other recommendations about AI education 



2  

and workforce development, we urged the US to establish "National AI Research Centers as multi- 

university centers with affiliated institutions, focused on pivotal areas of long-term AI research 

(e.g., integrated intelligence, trust, and responsibility), with decade-long funding to support on the 

order of 100 faculty, 200 AI engineers, 500 students, and necessary computing infrastructure. 

These centers would offer rich training for students at all levels. Visiting fellows from academia, 

industry, and government will enable cross-cutting research and technology transition." The 

current NSF National AI Research Institutes program does not address this need since it provides 

funding for only a small percentage of the effort of 20-30 faculty (who are mostly supported by 

other grants), and a similar number of graduate students and undergraduates. 

 

Two promising examples of successful large long-term funded AI centers are the Vector 

Institute for  AI  and the MILA  research institute, recently established in Canada. These research 

institutes combine a mission of advancing fundamental AI research with applications to 

societal challenges. The institutes bring together numerous faculty and graduate students and have 

close connections to universities and industry labs. The leadership of these institutes is provided 

by distinguished senior AI researchers, who help formulate the long-term research agenda. 

The funding for the institutes is on a longer timescale (10 years, with an option for renewal). 

 

We recommend that the US establish similar sustained national AI  research centers to advance 

fundamental AI research to implement the first strategic direction of the National Artificial 

Intelligence Research and Development Strategic Plan. Each center should be led by one or 

more internationally distinguished AI scientists. These centers will enable the US to reach the 

next level of AI, necessary for developing truly robust, interpretable, and human-compatible AI 

systems that adhere to desirable ethical guidelines. 

 

 

 

 

 

Bart Selman, Cornell University 
AAAI President 

 
 
 

 
Yolanda Gil, University of Southern California 
AAAI past-President 

 
Association for the Advancement of Artificial  Intelligence 

2275 East Bayshore Road, Suite 160 
Palo Alto, CA 94306, USA 

+1-650-328-3123 Ɇ www.aaai.org 

http://www.aaai.org/
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AUTMôs Input  on the Request for  Information to  the Update of the National Artificial  

Intelligence Research and Development Strategic Plan 

 

AUTM is the non-profit leader in efforts to educate, promote and inspire professionals to support 

the further development of academic research that drives innovation and changes the world. Our 

community is comprised of more than 3,000 members who work in more than 800 universities, 

research centers, hospitals, businesses and government organizations around the globe. AUTMôs 

members are primarily from academic settings (67%), 15% are practicing attorneys and 5% are 

from industry. Some 22% of our members are international. AUTM appreciates the opportunity to 

provide input on the above-referenced update to the 2019 version of the National Artificial 

Intelligence Research and Development Strategic Plan (the ñ2019 Planò). 

 
AUTM members in academic settings are focused on advancing early-stage inventions and other 

technologies to the marketplace primarily through licensing to partners (i.e., implementers). 

Between 2011 and 2020 (the most recent decade for which we have data), our skilled professionals 

filed over 150,000 patents for academic inventors and over 17,000 in 2020 alone. Between 2011 

and 2020 our U.S. members negotiated over 60,000 intellectual property license agreements on 

behalf of U.S. universities and academic research institutions, and 

in 2020 alone over 8,000 such license agreements. Thus, AUTM 

has valuable insights and an important voice with respect to the 

protection, further development and commercialization of a wide 

range of new technologies. 

 
Today, Artificial  Intelligence (AI)  is frequently at the center of 

what we do because it is becoming ubiquitous. It now touches 



 

nearly every technology sector including, transportation, telecommunications, military, consumer 

electronics, therapeutics, diagnostics and even agriculture and finance. More importantly, AI is 

present from the origin of the technology. It is now integral to the inventions themselves, not some 

after-thought layered in at some later stage of development. For these reasons, we at AUTM know 

firsthand of the tremendous potential of AI and, given the current geopolitical climate, we 

recognize there is no margin for error in urgently tapping into that potential. As such, we applaud 

the Office of Science and Technology Policy, on behalf of the National Science and Technology 

Council's (NSTC) Select Committee on Artificial Intelligence (Select Committee), the NSTC 

Machine Learning and AI Subcommittee (MLAI-SC), the National AI Initiative Office (NAIIO), 

and the Networking and Information Technology Research and Development (NITRD) National 

Coordination Office (NCO) (collectively, the ñCoalitionò) for its effort to update the National 

Artificial Intelligence Research and Development Strategic Plan in order that we maximize the 

output of the National AI Initiative at a breakneck pace while being effective stewards of the 

precious taxpayer dollars involved. 

 
Preliminary  Matters to Establish the Context for  AUTMôs Input   

 

Upon review of the eight (8) strategies comprising the 2019 Plan, we canôt help but be drawn to 

strategies 1 and 8. We are drawn there because we live there. Day in and day out, AUTM 

members review the new technologies that are the fruits of investments in research. Then, after a 

thorough, collaborative assessment and arranging for the appropriate protection (e.g., filing a 

provisional patent application) of those new technologies, AUTM members immediately turn to the 

difficult task of finding a partner to further develop (i.e., advance) those new technologies toward 

the marketplace. 

 
The most important step in above process is the protection step, particularly for new inventions. 

The reason being that the partner AUTM members endeavor to find will ultimately be a private 

sector entity. Among the many resources said private sector partner will be required to provide is 

investment dollars (e.g., venture capital), often in the millions or tens of millions of dollars. Any 

partner seeking to further develop the new technologies AUTM members manage is, without 

question, a sophisticated investor. No sophisticated investor will provide such substantial sums of 

investment dollars without having first made detailed estimates of the expected return on that 

investment. Accurate revenue projections from the sale of the eventual product or service are 

essential to those estimates, and one cannot make accurate revenue projections faced with the 

prospect of unlimited sellers of the same product or service. Thankfully, patents provide the ability 

to enforce the exclusive right to sell the product or service covered by the patent thereby providing 

valuable limits of the number of potential sellers. Thus, patents allow the investors to make more 

accurate revenue projections and confidently estimate the return on their investment. For these 

reasons, patents are essential tools investors depend on when deciding whether to enter into a 

partnership (i.e., taking a license) to further develop a new invention. Consequently, the patent 

status is among the first questions asked of AUTM members when partnership discussions 

commence. 



 

AUTMôs Input   

With the above as context, we were quite surprised and more than a little dismayed to note that 

none of the strategies in the 2019 Plan mentions the patent system or intellectual property of any 

type. This to us is a glaring omission and a harmful one to boot. 

 
To the members of the Coalition who may not be as familiar with the current state of the U.S. 

patent system as we at AUTM are, it is not good. It has undergone a radical transformation in the 

last 15 years. The enemies of the U.S. patent system have been waging a multi-front war against it 

since the mid-2000ôs resulting in a significant weakening of U.S. patent rights manifesting as 

uncertainty and unreliability. There is grave concern among AUTM and other like-minded groups 

that this weakening is resulting in fewer and/or less effective U.S. patents in vital technology 

sectors mentioned above, all of which nowadays incorporate AI. As we have illustrated, weaker or 

non-existent patents lead to less investment and thus fewer cutting-edge products and services 

being developed and introduced in the U.S. in these vital technology sectors. This outcome risks 

the loss of our technological preeminence with great harm to our economy and national security. 

 
Thus, in order that the Coalitionôs valuable time the taxpayersô money is not squandered, AUTM 

recommends that a threshold strategy be put in place, Strategy 0, if you will. Strategy 0 will be to 

work with Congress to immediately strengthen U.S. patent rights by eliminating the current 

uncertainty and unreliability. The uncertainty can be eliminated by reforming Section 101 of the 

patent statute to clarify that (i) a claimed invention is entitled to a patent unless it exists in nature 

independently of and prior to any human activity or exists solely in the human mind and that (ii) 

subject-matter eligibility determinations must be made without regard for the requirements of 

Sections 102, 103, and 112 of the patent statute, or the claimed inventionôs ñinventive concept.ò 

The unreliability can be eliminated by (i) restoring the ability of the patentee to routinely obtain 

injunctive relief after a finding of infringement at trial and (ii) reforming the post-issue review 

procedures at the PTAB to shift the balance in favor of the patentee instead of the challenger as it is 

at present. 

 
We fear that, without implementing this Strategy 0, the result of the National AI Initiative will 

resemble what we experienced in the pre-Bayh-Dole years; namely, significant taxpayer dollars, 

squandered because they were invested in research that resulted in great technologies that never 

made it into the marketplace. These technologies remained on laboratory shelves and eventually 

became obsolete. The federal government owned them, was unwilling or unable to seek patent 

protection for them and, thus, were unable to find the partners necessary to continue their 

development. The past 40-plus years of Bayh-Dole has taught us that accessing the patent system, 

even a weak one, and strong private-sector partnerships pay tremendous dividends for the economy 

and the standard of living for everyday Americans by bringing many cutting-edge products to the 

marketplace. See here for more information of the success of the Bayh-Dole Act 

(https://autm.net/about-tech-transfer/advocacy/legislation/bayh-dole-act/bayh-dole-innovations). A 

well-functioning system of strong patent rights is at the core of Bayh-Dole. 



 

Conclusion 

 

AUTM again wishes to thank the Coalition for its efforts to to update the National Artificial 

Intelligence Research and Development Strategic Plan in order to quickly and efficiently maximize 

the output of the National AI Initiative. AI is ubiquitous in 21st century technologies and in order 

for our country to remain the worldôs technological superpower, we must realize AIôs full  potential 

and in ways that no other country can even fathom. For this Coalition to be successful in bringing 

about this important result, its plan must include the threshold strategy to strengthen U.S. patent 

rights by eliminating the current uncertainty and unreliability. If we do so, and only if we do so, 

will we realize the full potential of AI so that America will continue to enjoy robust national 

security and lead the world in sustained increases in economic growth, standard of living, and high- 

paying jobs for its citizens. 

 

 
Sincerely, 

 

 

 
Stephen J. Susalka, Ph.D. 

Chief Executive Officer 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
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Key Recommendations 

¶ For the Office of Science and Technology Policy to issue the revised 2022 Plan as a clean sheet, 

standalone product (vice a revision) due to its importance and to clearly communicate with the public. 

¶ Provide a unified national roadmap helping the public better understand !ƳŜǊƛŎŀΩǎ AI pursuits and how 

various organizations are aligning to meet those objectives. 

¶ Address the role of technologies like 5G that will significantly increase access to data Ψŀǘ the ŜŘƎŜΩ and 

ǘƘŜ ƴŀǘƛƻƴΩǎ ŀōƛƭƛǘȅ ǘƻ ŎƻƴŘǳŎǘ Ƴeaningful analytics for end users in near-real-time. 

¶ Bolster objectives/sections addressing vulnerabilities, such as hardening against cyber-attacks and 

information assurance. 

 

 
 

 
 

Booz Allen Hamilton: RFI Submission- 87 FR 5876 
 
 

 

INTRODUCTION 
 

Businesses, organizations, and individuals are generating mountains of data. Business operations, online 
transactions, vehicles and smart homes, cell phones, and increasing prevalence of the Internet of Things (IoT) 
means digitized information is continuously being generated and stored. Moreover, this growth in data vastly 
outstrips the number of technical analysts needed to gain insights from it. Companies, governments, and 
organizations are rightly asking how they can possibly provide value from these data volumes with their existing 
analytical capabilities and staff while determining where they need to invest to meet this growth. 

 

[ƛƪŜ Ǉŀǎǘ ƛƴŘǳǎǘǊƛŀƭ ǊŜǾƻƭǳǘƛƻƴǎΣ !LΩǎ ŀŘƻǇǘƛƻƴ ǿƛƭƭ ŎƻƴǘƛƴǳŜ ǘƻ ƘŀǾŜ ǎǿŜŜǇƛƴƎ ŜŦŦŜŎǘǎ ƻƴ ƻǳǊ ŜŎƻƴƻƳȅΣ 
governance, and national security. American organizations are seeking the next wave of competitive advantage 
and striving for better performance in their analysesτa result that effective AI deployments can deliver. As 
such, artificial intelligence will change how Americans conduct business, provide government services, collect 
intelligence, and provide for national defense by introducing new efficienciesτand complexitiesτ that we are 
just beginning to understand. Anticipating these long-ǘŜǊƳ ŎƘŀƴƎŜǎ ŀƴŘ ƎǳƛŘƛƴƎ !ƳŜǊƛŎŀΩǎ ŀŘƻǇǘƛƻƴ ǿƛǘƘ ǘƘŜ 
нлнн !L wϧ5 {ǘǊŀǘŜƎƛŎ tƭŀƴ ǿƛƭƭ ōŜ ŜǎǎŜƴǘƛŀƭ ǘƻ ŜƴǎǳǊƛƴƎ ŎƻƴǘƛƴǳŜŘ !ƳŜǊƛŎŀƴ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ǎǳǇŜǊƛƻǊƛǘȅΧŀƴŘ ŀƭƭ 
downstream benefits coming from sustaining that scientific edge. 1 

 
 

BOOZ ![[9bΩ{ !L BACKGROUND 
 

The largest provider of AI services for the Federal government2, Booz Allen delivers professional and technical 
services to research, design, architect, engineer and integrate AI solutions needed to accomplish critical missions 
ŀƴŘ Ƴŀƛƴǘŀƛƴ ¦Φ{Φ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ƭŜŀŘŜǊǎƘƛǇΦ ²Ŝ ǎǳǇǇƻǊǘ ǎƻƳŜ ƻŦ ƻǳǊ bŀǘƛƻƴΩǎ ƘƛƎƘŜǎǘ ǇǊƻŦƛƭŜ and innovative 
programsτincluding the Joint Artificial Intelligence Center (JAIC), Office of the National Coordinator for Health 
Information Technology, and the Defense Threat Reduction Agency (DTRA). 

 
The federal government remains in an ideal position to foster and enhance the adoption of AI. Booz Allen 
ǊŜŎŜƴǘƭȅ ǎǳōƳƛǘǘŜŘ ŀ ǊŜǎǇƻƴǎŜ ǘƻ ŀǎǎƛǎǘ ǘƘŜ ²ƘƛǘŜ IƻǳǎŜΩǎ hŦŦƛŎŜ ƻŦ {ŎƛŜƴŎŜ ŀƴŘ ¢ŜŎƘƴƻƭƻƎȅ tƻƭƛŎȅ ŀǎ ǘƘŜȅ 
develop an implementation plan for the National AI Research Resource.3 Our submission offered thoughts 
ǊŜƎŀǊŘƛƴƎ ǘƘŜ ŦŜŘŜǊŀƭ ƎƻǾŜǊƴƳŜƴǘΩǎ ǇƻǎƛǘƛƻƴƛƴƎ ǘƻ ŦŀŎƛƭƛǘŀǘŜ !L ŀŘƻǇǘƛƻƴ ŀƴŘ Ǝƭƻōŀƭ ƭŜŀŘŜǊǎƘƛǇΣ ƛƴŎƭǳŘƛƴƎ 
infrastructure design; tools, methods, and data; education and training; the importance of accountability, 
diversity, and integration; and frameworks to aid adoption. These frameworks include Responsible AI, AIOps4, 



  

 

 
 

 

and Data, Machine Learning, and Systems Engineering and Operations. That response is available at 
https://www.ai.gov/rfi/2021/86-FR-39081/BAH-NAIRR-RFI-2021.pdf. 

 
 

 

2022 PLAN RECOMMENDATIONS 
 

¶ We recommend the Office of Science and Technology Policy issue the revised 2022 Plan as a clean 
sheet, standalone product. This path will: 

 

¶ Follow similar processes taken with other national-level strategies (e.g., National Security 
Strategy, National Defense Strategy, Department of Commerce Strategic Plan) to minimize 
ŎƻƴŦǳǎƛƻƴ ǊŜƎŀǊŘƛƴƎ ǇǊŜǾƛƻǳǎ ƛǘŜǊŀǘƛƻƴǎΦ wŀǘƘŜǊ ǘƘŀƴ ƻŦŦŜǊ ŀǎ ŀƴ ǳǇŘŀǘŜ ŀƴŘ ǘǊŀŎƪ ΨǿƘŀǘΩǎ 
ŎƘŀƴƎŜŘΣΩ h{¢t Ŏŀƴ ǎƛƳǇƭȅ ƛǎǎǳŜ ǘƘŜ нлнн tƭŀƴ ŀǎ ǘƘŜ ƭŀǘŜǎǘ ǾŜǊǎƛƻƴ ǿƛǘƘ ŀ Ǿƛǎƛƻƴ ŎƭŜŀǊƭȅ 
articulated for the future. 

 

¶ Highlight the importance of AI R&D, especially given the rapid pace of technological change and 
increasingly widespread adoption. 

 

¶ Ensure clarity and unity of purpose for organizations looking for a single source regarding 
!ƳŜǊƛŎŀΩǎ !L ŘŜǾŜƭƻǇƳŜƴǘ ǇŀǘƘǿŀȅΦ 

 

¶ Standards development will be a challenge during the next few years. Policy should navigate a course 
that strikes a balance between regulating AI while facilitating innovation and adoption of a rapidly 
evolving technological capability. Artificial intelligence is an emerging industry ς we recommend 
maintaining a relatively liberal position leveraging already existing regulatory powers to enable America 
to innovate at the speed of relevance. Over-regulation risks ceding AI leadership to other nations in this 
increasingly competitive great power competition landscape. 

 

¶ {ǘǊŀǘŜƎƛŎ ƭŜŀŘŜǊǎΩ ability to anticipate and guide these long-term changes will be essential to ensuring 
the success ƻŦ ǘƘƛǎ ǘǊŀƴǎƛǘƛƻƴΦ ²ƘƛƭŜ ǘƘŜǊŜ ƛǎ ƎǊƻǿƛƴƎ ŎƻƴǎŜƴǎǳǎ ŀǊƻǳƴŘ !LΩǎ ƛƳǇƻǊǘŀƴŎŜΣ ǘƘŜǊŜ ƛǎ ŀ 
growing chasm regarding how to successfully deploy and apply artificial intelligence at an enterprise- 
wide, let along nation-wide, scale. Many organizations are struggling with expanding, evolving, and 
integrating their early AI development efforts into mature, sustainable, enterprise-wide capabilities. This 
gap is due in part to the drastic increase in scope and complexity required to operationalize artificial 
intelligence, particularly in terms of integrating AI solutions within the larger organization. 

 

¶ The most important numbered Strategy would be to offer a centralized roadmap ŦƻǊ !ƳŜǊƛŎŀΩǎ overall 
AI strategy and investments. !ǎ ǿŜΩǾŜ ǿƛǘƴŜǎǎŜŘ ŘǳǊƛƴƎ ǘƘŜ Ǉŀǎǘ ŦŜǿ ȅŜŀǊǎΣ ƳǳŎƘ ƻŦ ¦Φ{Φ !L 
development is fractured. Each government agency is pursuing AI for its own ends (and the data 
associated with it). The same holds true within various executive departments. For example, the Dept. 
of Defense: Research & Engineering is pursuing AI separately from the services, which is also separate 
from the Joint Artificial Intelligence Center. While thematically related overall, each agency and service 
are pursuing its own approach to AI adoption and solutions risking diminishing US-based data and 
analytics outcomes relative other international competitors, esp. vis-à-vis China. The same holds true for 
R&D efforts. A clearly articulated and numbered Strategy will provide much needed clarity regarding 
White House requirements regarding continued development and ongoing efforts. 

 

¶ Create a numbered Strategy for the creation and adoption of a central annotated data repository 
and/or widely accessible data formats. Like the previous point, data formats and overall data collection 
are widely incompatible. This diminishes the impact of AI-derived insights, especially across a whole-of- 
government approach. A holistic methodology for primary data types (images, records, etc.) designed 

https://www.ai.gov/rfi/2021/86-FR-39081/BAH-NAIRR-RFI-2021.pdf


  

 

 
 

 

for wide implementation and adoption will foster greater cross-agency communications and insights. 
Critical to the success of this repository is means to curate labeling and data errors, as the value of 
labeled data to mission success is enormous but most often neglected component of successful AI 
applications. An example of investment in data annotation is the ΨNational Cancer Informatics Program 
(NCIP) Annotation and Image Markup (AIM) Foundation ModelΦΩ Lƴ ǎƻƳŜ ǿŀȅǎΣ ǿŜΩǊŜ ƴƻǿ ǘŀŎƪƭƛƴƎ Řŀǘŀ 
challenges that the 9/11 Commission identified for intelligence-related activities: the inability to rapidly 
align, share, ŀƴŘ ƭŜǾŜǊŀƎŜ Řŀǘŀ Ǉǳǘǎ !ƳŜǊƛŎŀΩǎ ŘŜŎƛǎƛƻƴ ŀƴŘ ǇƻƭƛŎȅƳŀƪŜǊǎ ŀǘ ŀ ǎƛƎƴƛŦƛŎŀƴǘ ƛƴŦƻǊƳŀǘƛƻƴ 
disadvantage. This waterfalls into every corner of AI design, implementation, and adoption. In short, the 
choices and pathways selected in 2022 will waterfall into everȅ ǎǳŎŎŜŜŘƛƴƎ ȅŜŀǊΧŀƴŘ ŜȄŎŜŜŘƛƴƎƭȅ 
difficult to change once entrenched. Clear guidance from the 2022 Plan will go a long way toward 
ǳƴƛŦȅƛƴƎ !ƳŜǊƛŎŀΩǎ ŜŦŦƻǊǘǎ ŦƻǊ !L ŘŜǾŜƭƻǇƳŜƴǘΣ ŘŜǇƭƻȅƳŜƴǘΣ ŀƴŘ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴΦ 

 

¶ Address the role of 5G, quantum computing, and other emerging technologies as they relate to AI. 
References to these increasingly diffuse technologies are not in the 2019 Plan, yet 5G (in particular) will 
significantly increase access to, and facilitate ingestion of, massive amounts of data at the edge. Given 
technological maturation during the previous three years, addressing these technologies will help 
address how data generation is changing, the increasing demands this puts on storage solutions, and the 
direction this should drive R&D strategy and investments. 

 

¶ Consider the ƴŀǘƛƻƴΩǎ bandwidth realities and future requirements. Given the massive (and growing) 
data generation at the edge from the internet of things, how can R&D inform better edge-based 
analytics, slimming of data for near-real-time transmission back to decision makers given limited 
bandwidth availability, federated learning options (i.e. distributed/edge training for data privacy and 
bandwidth concerns) and then subsequently transmit approved full data sets back to a centralized 
repository (in whatever form that looks like) once physical delivery is possible. With so much 
information colƭŜŎǘŜŘ ŜǾŜǊȅ ǎŜŎƻƴŘ ƻŦ ŜǾŜǊȅ ŘŀȅΣ ƻǊƎŀƴƛȊŀǘƛƻƴǎ ǿƛƭƭ ōŜƴŜŦƛǘ ŦǊƻƳ h{¢tΩǎ ƎǳƛŘŀƴŎŜ 
regarding the handling and prioritization of data streamsτǿƘŀǘΩǎ ŎǊƛǘƛŎŀƭ ƴƻǿΣ ǿƘŀǘΩǎ ǳǎŜŦǳƭ ŀƴŘ 
relevant later, and what data to discard to avoid collection for sake of collection. 

 

¶ Address analytics at the edge. Separate from bandwidth and transmission capabilities, the 2022 Plan 
can help organizations determine their level of investment in devices and data collection capabilities 
ǊŜǉǳƛǊŜŘ ǘƻ ƳŀƪŜ ƳŜŀƴƛƴƎŦǳƭ ƛƴǎƛƎƘǘǎ ŀǘ ΨǘƘŜ ŜŘƎŜΦΩ ¢Ƙƛǎ ŎƻǳƭŘ ƛƴŎƭǳŘŜ ŀŘŘǊŜǎǎƛƴƎ ƳŀƴǳŦŀŎǘǳǊŜǊǎ ƭƛƪŜ 
Apple who incorporates neural processors in iPhones, Google with TensorFlow, Amazon with AWS, and 
others, as well as how local mesh networks can support improved data collection, processing, and 
dissemination for real-time insights and support to American citizens (e.g., crowdsourcing data for 
weather, traffic, greater insight and access to government services, increased efficiencies, etc.) These 
paths could be increasingly valuable to citizens, especially as inflationary pressures and the expectation 
that cost for goods continue to increase in the near-term. 

 

¶ Acknowledge, address, and provide guidance for security concerns. The 2022 Plan needs to place much 
greater emphasis on this topic. Data is widely considered to be the new oilτan invaluable resource that 
can unlock new insights and provide increasing value. Media reporting on cyber-attacksτincluding the 
exfiltration of decades of sensitive technology along with personal dataτare proliferating rapidly, 
ǊŀƛǎƛƴƎ ŀǿŀǊŜƴŜǎǎ ŦƻǊ ǘƘŜ ǇǳōƭƛŎΦ ¦ƴŦƻǊǘǳƴŀǘŜƭȅΣ ƳŜŘƛŀ ǊŜǇƻǊǘǎ ƻƴƭȅ ƛƴŘƛŎŀǘŜ ǘƘŀǘ ǿŜΩǊŜ ǊŜŀŘƛƴƎ ŀōƻǳǘ 
the events that were caught and publicized. Many more are occurring without widespread knowledge, 
risking billions of dollars in R&D investments and, perhaps more importantly, decades of R&D. A nation- 
state competitor can accomplish via remote keystrokes and cyber espionage what would have required 
far more significant risk only a decade or two ago. The 2020s will likely represent the greatest leveling of 
global knowledge in history ς since actors can now steal knowledge and data that was previously 
unavailable, competitors have access to greatly accelerated R&D pathways at the expense of US-based 
corporations. It is a known issue that at some point soon current encryption will be breakable. To ensure 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4391072/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4391072/


  

 

 
 

 

this data remains secureτthis requires a shift to Post Quantum Cryptography (PQC) across all 
government and commercial clients. PQC has impacts on both applications and networking hardware 
used today, therefore both need addressing to effectively move to PQC. This will require testing and 
customization to individual organizations. The level this threat presents is worthy of its own numbered 
strategy to inform secure development of technologies and data repositories from Day 1. 

 

¶ Reorder the existing numbered Strategies. Since many of the eight existing stated strategies are likely 
ǘƻ ōŜ ǊŜǘŀƛƴŜŘΣ ǿŜ ǊŜŎƻƳƳŜƴŘ ǊŜƻǊŘŜǊƛƴƎ ōŀǎŜŘ ƻƴ ŜŀŎƘ {ǘǊŀǘŜƎƛŜǎΩ ƻǾŜǊŀƭƭ ƛƳǇƻǊǘŀƴŎŜΦ CƻǊ ŜȄŀƳǇƭŜΣ 
ƳƻǾƛƴƎ {ǘǊŀǘŜƎȅ уΥ ά9ȄǇŀƴŘ tǳōƭƛŎ-Private Partnershipǎ ǘƻ !ŎŎŜƭŜǊŀǘŜ !ŘǾŀƴŎŜǎ ƛƴ !Lέ ǳǇ ǘƻ Ǉƻǎƛǘƛƻƴ 
number two. The order the Strategies are presented should matter and enhancing public-private 
partnerships is likely the second most important for !ƳŜǊƛŎŀΩǎ overall strategyτboth near-term and for 
long-term success (vice least-most as Strategy #8). 

 

¶ Address the operationalization of AI. One of the most important elements for the successful adoption 
of AI is the ability to operationalize it. That is, to take algorithms and methods developed in a static 
laboratory environment and bring them into the real world, where they can begin to tackle real-world 
challenges. We believe the right approach is to begin operationalizing AI sooner rather than later, with 
the expectation that companies will rapidly improve their algorithms based on real-world situations and 
feedback from end users and senior decision makers. Critical to this is thinking about the development 
and use of AI in a responsible manner. Responsible AI becomes meaningful when considering how an AI 
system impacts people and clear understanding (i.e., explainability of the parameters that govern the 
outputs as well as the identification of the shifts of those parameters as the AI models learn to 
address/mitigate risk). This pathway will help speed AI adoption, elevate citizens awareness and 
familiarity with AI, and provide a quicker on-ramp to impactful AI applications. 

 
 
 

1 Justin Neroda, Steve Escaravage, and Aaron Peters, Enterprise AIOps: A Framework for Enabling Artificial Intelligence 
(Sebastopol: hΩwŜƛƭƭȅ Media, 2021), v. 
2 Bloomberg Government Market Analysis 
3 Booz Allen Hamilton, Request for Information on an Implementation Plan for a National Artificial Intelligence Research 
Resource, https://www.ai.gov/rfi/2021/86-FR-39081/BAH-NAIRR-RFI-2021.pdf. 
4 Justin Neroda, Steve Escaravage, and Aaron Peters, Enterprise AIOps: A Framework for Enabling Artificial Intelligence 
(Sebastopol: hΩwŜƛƭƭȅ Media, 2021), v. 

https://www.ai.gov/rfi/2021/86-FR-39081/BAH-NAIRR-RFI-2021.pdf
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4 March 2022 
 

Stacy Murphy 
US Office of Science and Technology Policy 
1650 Pennsylvania Avenue NW 
Washington, DC 20502 

 
Dear Ms. Murphy, 

 
BSA | The Software Alliance appreciates the opportunity to provide feedback to the Office 
of Science and Technology Policy (OSTP) as it considers updates to the National Artificial 
Intelligence Research and Development Strategic Plan. BSA is an association of the 
worldôs leading enterprise software companies that provide businesses in every sector of 
the economy with tools to operate more competitively and innovate more responsibly. 1 As 
leaders in the development of enterprise AI, BSA members have unique insights into the 
technologyôs tremendous potential to spur digital transformation and the policies that can 
best support a competitive and thriving national AI R&D ecosystem. 

 

The National AI R&D Strategic Plan is an important signal of US priorities for the 
development of AI. We are pleased that OSTP continues to revisit the Strategic Plan to 
ensure that it accounts for shifts in the technological landscape and the needs of US R&D 
stakeholders. Overall, we regard the eight strategic priorities identified in the 2019 update 
to the Strategic Plan to be the right areas of continued focus and would not recommend 
any major course corrections. Instead, as OSTP considers updates to the AI R&D Strategic 
Plan, BSA offers below several recommendations for advancing the existing strategies and 
ensuring that federal investments in R&D are aligned with core US interests. 

 

Expanding the National AI Research Institutes Program 
 

As part of the effort to sustain long-term investments in fundamental AI research (Strategy 
1), the 2022 R&D Strategic Plan should support the continued expansion of the National AI 
Research Institutes Program.2 The National AI Research Institutes Program is helping to 
establish a nationwide network of AI research clusters- including regional hubs- that can 
support sustained, large-scale, and multidisciplinary research into pressing challenges. To 
date, the Program has established 18 Research Institutes that each operate as hubs for 
research into how AI can be used to address a broad range of societal and technological 

 
 
 
 
 

1 .{!Ωǎ ƳŜƳōŜǊǎ ƛƴŎƭǳŘŜΥ !ŘƻōŜΣ !ƭǘŜǊȅȄΣ !ǘƭŀǎǎƛŀƴΣ !ǳǘƻŘŜǎƪΣ .ŜƴǘƭŜȅ {ȅǎǘŜƳǎΣ .ƻȄΣ /ƛǎŎƻΣ /b/κaŀǎǘŜǊŎŀƳΣ 
DocuSign, Dropbox, IBM, Informatica, Intel, MathWorks, Microsoft, Okta, Oracle, PTC, Salesforce, SAP, 
ServiceNow, Shopify Inc., Siemens Industry Software Inc., Splunk, Trend Micro, Trimble Solutions Corporation, 
Twilio, Unity Technologies, Inc., Workday, Zendesk, and Zoom Video Communications, Inc. 
2 National Artificial Intelligence Research Institutes, available at 
https://beta.nsf.gov/funding/opportunities/national-artificial-intelligence-research-institutes 

https://beta.nsf.gov/funding/opportunities/national-artificial-intelligence-research-institutes
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challenges, including climate change,3 agricultural supply chain challenges,4 and 
cybersecurity.5 By bringing together researchers from multiple academic institutions, as well 
as experts from industry, government, and NGOs, each of the Programôs Research 
Institutes is helping to break down siloes and foster coordination across the United Statesô 
dispersed AI R&D ecosystem. The 2022 R&D Strategic Plan should highlight the critical 
importance of the National AI Research Institutes Program and signal support for its 
continued expansion, including the promotion of regional hubs for AI R&D. 

 

Investing in Tools and Resources to Manage AI Risks 
 

BSA strongly supports the AI R&D Strategic Planôs focus on supporting research into the 
ethical, legal and societal implications of AI, including the potential risks of unintended bias 
(Strategy 3). The 2022 R&D Strategic Plan should build on this commitment by outlining 
how the federal government will support efforts to develop tools and resources that can 
help organizations manage the risks of AI. For instance, the 2022 R&D Strategic Plan 
should highlight the critical work being undertaken by the National Institute for Standards 
and Technology (NIST) to develop a cross-sectoral AI Risk Management Framework. BSA 
and its members are also deeply invested in the development of risk management tools, 
particularly as it relates to bias. In addition to supporting the development of the NIST AI 
Risk Management Framework, we recently published Confronting Bias: BSAôs Framework 
to Build Trust in AI6 which outlines a comprehensive, lifecycle-based methodology for 
performing impact assessments to identify risks of AI bias and corresponding risk mitigation 
best practices. The AI R&D Strategic Plan should also invest in work to develop 
standardized frameworks for benchmark and operational testing of AI systems. This type of 
testing is important to ensure systems are performing appropriately for a given use case 
and is an important part of the risk identification and mitigation process. Further research 
into appropriate training programs for those using and overseeing AI systems, with a focus 
on developing programs for use of high-risk systems, should also be prioritized. 

 
Enhancing Visibility into the Needs of the AI Workforce 

 

There is growing demand across technology fields for skilled workers to fill critical roles, 
and the Strategic Plan correctly identifies the importance of meeting AI workforce needs to 
further US leadership in AI R&D (Strategy 7). The Strategic Plan can help address the 
current skilled worker shortage by prioritizing investments into initiatives that will grow the 
pipeline of future talent and make it easier to identify skills that are in demand. For 
instance, OSTP should consider how US labor data can be better leveraged to provide 
greater visibility into the needs of the AI workforce. Under current practice, labor force data 
often takes several months to be released. As a result, job seekers who may be interested 
in pursuing reskilling programs are unable to base their decisions on real-time data about 
what skills are in greatest demand. The lack of real-time labor data also impairs the 
effectiveness of government supported retraining initiatives by obscuring economic trends. 
To overcome these challenges, 2022 R&D Strategic Plan should prioritize research into 
how the public and private sectors can work together to enhance the collection and 
availability of real-time labor data. The government should work to better incentivize 
employers to improve their data collection methods, consolidate existing workforce 

 

3 NSF AI Institute for Research on Trustworthy AI in Weather, Climate, and Coastal Oceanography (AI2ES), 

available at https://w ww.ai2es.org/ 
4 AgAID Institute, available at https://agaid.org/ 
5 NSF AI Institute for Future Edge Networks and Distributed Intelligence, available at https://aiedge.osu.edu/ 
6 Confronting Bias: The BSA Framework to Build Trust in AI (June 2021), available at 

https://ai.bsa.org/wp-content/uploads/2021/06/2021bsaaibias.pdf 

http://www.ai2es.org/
http://www.ai2es.org/
http://www.ai2es.org/
https://ai.bsa.org/wp-content/uploads/2021/06/2021bsaaibias.pdf
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datasets, and support the creation of a modernized labor database.7 Such improvements 
could help increase the number of workers in high-demand fields related to AI R&D outside 
of traditional graduate and post-graduate roles, such as data analysis, and those that 
involve the integration of advanced computing skills into other disciplines. 

 
BSA appreciates the opportunity to provide input into the update of the strategic plan and 
looks forward to continued collaboration with OSTP on this and other AI-related projects. 

 

Sincerely, 
 

Heidi Obermeyer 
Manager, Policy 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

7 Business leaders call for 100B in workforce investments, available at https://nationalskillscoalition.org/wp- 

content/uploads/2021/08/Business-leaders-call-for-100B-in-workforce-investments.pdf 

https://nationalskillscoalition.org/wp-content/uploads/2021/08/Business-leaders-call-for-100B-in-workforce-investments.pdf
https://nationalskillscoalition.org/wp-content/uploads/2021/08/Business-leaders-call-for-100B-in-workforce-investments.pdf
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Subject: RFI Response: Na-onal Ar-ŬŎƛŀƭ Intelligence Research and Development Strategic Plan 

From: Byrne, Daniel 

To: AI-RFI 

 

 
The new book "Ar-ŬŎƛŀƭ LƴǘŜƭƭƛƎŜƴŎŜ ŦƻǊ LƳǇǊƻǾŜŘ tŀ-ent Outcomes - Principles for Moving Forward 
with Rigorous Science" by Daniel Byrne provides valuable input that should be considered for the 
"Na-onal Ar-ŬŎƛŀƭ LƴǘŜƭƭƛƎŜƴŎŜ wŜǎŜŀǊŎƘ ŀƴŘ 5ŜǾŜƭƻǇƳŜƴǘ {ǘǊŀǘŜƎƛŎ tƭŀƴϦΦ Below are some of the 
principles from this book: 

 
Scien-sts must take the lead in evalua-ƴƎ ǘƘŜ ŜũŜŎ-veness and impact of AI. Marke-ng and 
salespeople must limit their claims to scien-ŬŎŀƭƭȅ ǾŀƭƛŘ ŀƴŘ ǇǳōƭƛǎƘŜŘ ŎƻƴŎƭǳǎƛƻƴǎΦ 

 
A pragma-c randomized controlled trial is the key to real progress of AI in healthcare. 

Reject the ƅŀǿŜŘ thinking that science slows AI advancement. 
 

A pragma-c randomized controlled trial of AI in medicine does not need to be ŘƛŶŎǳƭǘΣ take years to 
conduct, or disrupt clinical ǿƻǊƪƅƻǿǎΦ These trials can be fric-onless, fast, and low cost. 
Randomiza-on is the solu-on ς not the problem. Randomiza-on solves many problems that most 
people are not even be aware of. 

 
AI must focus on improving hard outcomes that are important to pa-ents - not surrogate end points or 
process metrics. 

 
For many applica-ons in medicine, especially clinical decision support with a binary end point and low 
dimensional data, logis-c regression is a superior choice over machine learning. 

 

AYer crea-ng an AI tool, focus on crea-ng and tes-ng an ŜũŜŎǘƻǊ arm in a pragma-c trial. 
***  

 

Hope this is helpful. 
 

Regards, 
Dan Byrne 

 

Daniel W. Byrne 



  

Director of Ar-ŬŎƛŀƭ Intelligence Research 
Advanced Vanderbilt Ar-ŬŎƛŀƭ Intelligence Laboratory (AVAIL) 

 
Department of Biosta-s-cs 
Vanderbilt University Medical Center 
2525 West End Avenue, Suite 1000 
Nashville, TN 37203-1741 

 

hfps:/ /www.vumc.org/biosta-s-cs/person/daniel-w-byrne-ms 
hfps:/ /scholar.google.com/cita-ons?user=Eg4zVpYAAAAJ&hl=en 
hfps:/ /www.amazon.com/dp/1496353862 

 
 
 
 
 

http://www.vumc.org/biosta-s-cs/person/daniel-w-byrne-ms
http://www.vumc.org/biosta-s-cs/person/daniel-w-byrne-ms
http://www.amazon.com/dp/1496353862
http://www.amazon.com/dp/1496353862
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Request for  Information  Response: 

National Artificial  Intelligence Research and Development Strategic Plan Submitted by 

Carnegie Mellon University 

 
Introduction  

Carnegie Mellon University is pleased to contribute ideas to support the update of the National 

Artificial Intelligence Research and Development Strategic plan. 

Key points outlined in the document include the following: 

ǒ Fostering interagency and community collaboration on two meta themes that are critical 

to all applications of AI: 

o Advancing research to accelerate breakthroughs in trustworthy and robust AI, 

distributed AI and AI-enabled automated science; 

o Advancing research capabilities to engineer AI into systems of societal 

importance ï including manufacturing, infrastructure and energy systems ï and 

testing those engineered systems in testbeds enabled by 

o the bipartisan American infrastructure investment agenda; 

ǒ Advancing research to enable AI to be a platform technology for the Presidentôs health 

care and climate challenge initiatives. 

ǒ Enhancing the ability for the AI  community to jump-start job creation and to foster equity 

and economic inclusion and; 

ǒ Building on the lessons of the COVID-19 pandemic to enable AI to advance a new 

generation of real-time policy decision and implementation tools. 

The National AI Research and Development Strategic Plan and Update have galvanized the 

research community and public, private and community partners to advance a shared vision of 

U.S. leadership in ethical AI innovation. The Carnegie Mellon community appreciates the 

leadership of the National AI Initiative Office (NAIIO)  and looks forward to continuing to 

support this vital mission. 

Recommendations of AI  Research Focus Areas to Create Solutions to Major  Societal 

Challenges 

The National AI Research and Development Strategic plan can catalyze innovations in both 

fundamental discoveries and applications that address specific societal challenges. Progress 

towards realizing this potential can be realized by collaborative efforts in the following areas. 



  

Foster Interagency Collaboration to Ensure America Leads in Enabling Distributed Artificial 

Intelligence 

The U.S. should lead a bold transformative agenda over the next five years to enable AI to 

evolve from highly structured and controlled, centralized architectures to more adaptive and 

pervasively distributed ones that autonomously fuse AI capability among the enterprise, the 

edge, and across AI systems and sensors embedded on-platform. CMU terms this revolutionary 

architectural advance as AI Fusion. The vision is built upon plans for a cohesive research 

advancing capabilities in microelectronics, AI frameworks and algorithms and innovations in 

federated learning in the AI fabric and abstraction layers. 

Building a community research roadmap for distributed AI will address several critical 

challenges for the growth of AI,  challenges that cut across agency-specific  missions. The ability 

to enable distributed AI at the edge will minimize the dependence on aggregating and 

engineering massive data sets and reduce the need to ñmove the data to the algorithmsò as well 

as the inherent challenges associated with the need for continuous high-bandwidth connectivity. 

Research in this area will also greatly enhance the capacity to address privacy and security 

challenges. It is dependent on, will contribute to and will benefit from the national computing 

infrastructure initiatives launched by the NAIIO. 

Most critically, an AI Fusion research agenda will contribute to the network of AI institutes by 

enabling a host of applications emerging from increased convergence across AI-enabled cyber 

and physical systems. This convergence is vital to the viability of applications in commercial, 

military and national security domains. AI Fusion, for example, will  be a critical contribution to 

the Department of Defenseôs (DOD) focus on Multi -Domain Operations. It will  also enhance the 

potential for advances in smart city applications and AI breakthroughs aiding manufacturing, 

energy, health care, education and agricultural innovations. A focus on AI Fusion should operate 

synergistically with national initiatives in microelectronics and tie directly with research and 

innovation efforts aimed at enhancing, protecting and hardening critical U.S. supply chains. 

Initiate Research to Engineer AI  into Societal Systems 

While fundamental advances are needed in AI science, advances in engineering AI into systems 

of societal importance are vital to realize the full impact on major national missions. 

Engineering AI  into such systems will  be essential to transform U.S. manufacturing and enhance 

infrastructure and energy systems to meet critical national economic and societal goals. 

Engineering AI will require the design, development and deployment of new use-inspired AI 

algorithms and methodologies, targeted to real-world applications and possessing enhanced 

scalability, robustness, fairness, security, privacy and policy impact. Advancing Engineering AI 

will also require new hardware and software systems, including cloud, edge and device 

computing infrastructures that sense and store the vast amounts of data collected in the real 

world and that enable devices to access and transmit this data from anywhere, to anywhere, in 

secure and private ways. Foundational research for Engineering AI is needed to enable the 

deployment of the highest performing and most energy-efficient AI systems. Such systems will 



  

require architecting new hardware and computing frameworks; designing faster, more powerful 

and efficient integrated circuits; and developing sensing modalities to support data collection, 

storage and processing of the data deluge. 

In addition, Carnegie Mellon recognizes that research on Engineering AI must include a focus on 

creating trust not only from a technical standpoint but from the system of stakeholders 

interacting with the AI system ð be it in education, infrastructure or climate. Users and 

communities have to trust the system that is allocating resources and making decisions. 

Potential applications and use cases for Engineering AI include autonomous infrastructure 

systems (AIS) that can help create equitable, innovative and economically sustainable 

communities. AIS technology could, for example, include initiatives integrating food delivery, 

the tracking of goods while preserving privacy and tools to improve mobility. Engineering AI 

will be key to the digital transformation of manufacturing in the U.S., including robotics for 

manufacturing, development of a timely and trustworthy supply chain and additive 

manufacturing. Engineering AI also has the potential to revolutionize how electricity is 

produced, distributed and consumed. It can provide insights to improve electricity distribution 

through demand forecasting, load management and community governance, as well as to 

innovate new energy storage solutions, control pollutants and advance wind, solar and nuclear 

energies. 

Accelerate Advances in Automated Science to Support the Nationôs Science and Technology 

Ecosystem 

The national AI research strategy can also work to vector advances in AI, machine learning and 

robotics to accelerate the scalable deployment of Automated Science. This effort can be the 

cornerstone of a national initiative to strengthen the nationôs science and technology ecosystem, 

potentially transforming the way bench research is conducted and taught. The development of 

Automated Science labs, such as the CMU-alumni-founded Emerald Cloud Lab, allows 

researchers to have their experiments performed remotely at an automated lab facility and the 

results returned to them ï all via the cloud. Technological and methodological breakthroughs that 

integrate AI with drive-by-wire automated experiments are helping to accelerate the pace of 

innovation in a host of fields, including drug discovery. 

An AI research agenda to advance Automated Science holds promise for strengthening 

interdisciplinary research and can play a critical role in democratizing participation in and access 

to research, as well as in addressing the important need for reproducibility in experimental 

scientific discovery. Automated Science can create an emerging industry, including start-ups and 

collaborations across several sectors that can contribute to the U.S. innovation ecosystem. It can 

lower barriers to innovation and thus play a critical role in sparking new start-ups in areas such 

as new materials that will be critical to mitigating the climate challenge. 

https://www.emeraldcloudlab.com/
https://www.emeraldcloudlab.com/
https://www.emeraldcloudlab.com/


  

Bringing together key stakeholders across the community will  help to frame an interagency 

strategy to build an Automated Science infrastructure for the U.S. research ecosystem and 

understand the policies needed to unleash the potential of these breakthroughs. 

Develop a Targeted Initiative to Enable AI  to Accelerate Breakthroughs in Health Care The 

power of research investments to aid the nationôs response to the pandemic provides an 

opportunity for a coordinated strategy to accelerate the ability of AI to enable major 

breakthroughs that can directly impact the quality of health care. 

Specific innovation areas highlight the potential power of AI  to advance national health 

initiatives: 

ǒ AI can play a greater role in the Cancer Moonshot through additional research in 

computational models, predictive modeling and algorithms to engage various 

combinations of data sources that dramatically improve understanding of the evolution of 

cancers and how mutational processes vary among patients. 

ǒ Similarly the application of large scale AI-driven modeling and prediction capabilities 

should be a major contributor to our response to future pandemic responses. 

ǒ An initiative focused on advancing AI and machine learning capabilities in 3D 

bioprinting would contribute to realizing the ability to print human organs within this 

decade. As with the initiatives highlighted above, multi-agency efforts that integrate AI 

research with materials, genomic and surgical sciences are key to realizing this 

opportunity. 

ǒ The impact of telemedicine and extending its power to improve clinical care and 

decision-making depends upon accelerating advances in robotics and human-computer 

interaction, specifically in the area of automatic recognition of multi-modal behaviors 

and the emerging field of health behavioral informatics. (We again note that progress in 

AI Fusion will be key to ensure capabilities exist equitably across the full spectrum of 

compute and bandwidth availability.) 

ǒ Similarly, advances at the nexus of autonomy and materials afford an opportunity to 

realize the potential for robots to contribute directly to extending the independence of 

elderly Americans and persons with disabilities. These advances are also rapidly 

accelerating progress in the development of neuro/brain-computer interfaces. 

Action to realize the potential of AI in improving health care should begin by identifying specific 

advances in AI research and capabilities that are common to defined innovation areas, such as 

those above. Capitalizing on these advances requires new models for collaboration among 

universities, industry and health care providers. The National Strategy can help create a 

framework for convening agencies, industry and the academic community to craft a vision for 

accelerating the AI breakthroughs that can provide cross-cutting platform capabilities to support 

specific health initiatives. Developing this vision would also help jump-start ARPA H. 



  

Drive the Development of an AI  for Climate Roadmap 

AI is also a platform technology poised to accelerate breakthroughs across the energy and 

climate continuum. Advances are needed in AI that include new and accelerated material 

development, enhanced power production and distributed energy, the optimization of batteries 

and improved wind, solar and geothermal operations. As an example, the Open Catalyst Project, 

a collaboration between Facebook and CMU, aims to use AI to accelerate quantum mechanical 

simulations by 1,000x in order to discover new electrocatalysts needed for more efficient and 

scalable ways to store and use renewable energy. 

These AI  breakthroughs are needed to build the integrated smart grid and electrification 

infrastructure the Presidentôs vision demands. And even more AI innovations are needed to 

inform more efficient agricultural techniques to combat climate change. Of equal importance, 

this agenda can also galvanize and advance research to reduce the energy footprint of AI. 

AI is also a powerful tool to realize the goal that investments in climate infrastructure will  

have a transformative impact on addressing environmental justice. The President has called for at 

least 40 percent of all climate infrastructure investments to occur in underrepresented 

communities. This can be enhanced by the development of trustworthy AI community interface 

tools. The ability to integrate system-level advances in building technologies and transportation 

capabilities with tools for equitable community engagement, both enabled by AI, would be vital 

to shape the societal impact of climate initiatives. 

The National Strategy can help seize these opportunities that span multiple agencies and advance 

an AI Climate research agenda. 

Establish a Focus on AI  Engineering to Support Continued Innovation 

Realizing the power of AI innovations requires engineering assurances so that AI systems are 

trustworthy and robust. An AI Engineering initiative focused on building new tools to extend 

and adapt Agile and DevSecOps methodologies, will allow U.S. AI practitioners to build in 

robustness and security and develop new tools for test, evaluation, validation and verification; 

monitoring; and assuring AI systems over their full domain of use and full life cycle. 

Working in tandem with NIST and NSF initiatives, this AI Engineering effort will  enhance the 

accumulation of best practices to establish and grow an engineering discipline for AI systems, 

the creation of new frameworks for sharing AI incidents, and incent the integration of ethical 

principles. The AI Engineering effort will lead to methods, practices, and tools for the 

development of reliable, responsible, and trustworthy AI which will be critical to public 

acceptance of AI-enabled products and services. 

New tools will  be required to mitigate the failure of AI systems through approaches such as 

enhanced algorithmic agility. In addition, research on actuarial risk methods will enable 

wellunderstood risk abatement approaches to create insurance for engineered AI systems, 

unlocking new markets for AI. 



  

Finally, developing and communicating the discipline of AI Engineering are crucial to build 

public confidence in AI solutions of all kinds. 

Advance Research to Support New Real-Time Policy Decision Tools and Public/Private Data 

Collaborations 

As highlighted in the Presidentôs executive order calling for a national center for epidemic 

forecasting and analytics, AI is emerging as a powerful tool for policymaking. Collaborations 

combining a variety of public and private data sources, like CMUôs COVIDCast, have advanced 

a new generation of epidemiological forecasting tools to shape public health policies. 

Furthermore, as noted by the National Security Commission on AI, machine learning supported 

the creation of next-generation, real-time decision support tools to aid the nationôs governors in 

shaping public health and economic strategies. 

The National AI Research and Development strategy has the opportunity to build upon the 

impact of these collaborations to serve public health and meet the goal of improving resilience 

and preparedness. Additional support for the development of epidemiological forecasting 

models and advanced visualization and human-computer interaction capabilities would create 

enhanced capabilities to protect against future pandemics and create new tools to support public 

health initiatives. 

Applications of machine learning and natural language processing to public/private data 

collaborations could also create powerful, new real-time decision tools to strengthen domestic 

medical supply chains. Early tests of these data models during the pandemic highlighted 

opportunities to engage more small firms and increase the understanding of the roles specific 

supply, workforce and manufacturing capabilities play in determining the ability to rapidly 

expand personal protective equipment availability. 

These same capabilities afford an opportunity to enhance the Presidentôs vision that 

investments in infrastructure will enhance U.S. manufacturing and leadership in critical 

technologies such as semiconductors, batteries and the AI supply chain. Moreover, securing 

American supply chains begins by advancing research breakthroughs that support U.S.-based 

competitive advantages. Carnegie Mellon faculty are finding that the enhanced understanding of 

supply chain dynamics informs research that can improve the likelihood of domestic production. 

Finally, new decision tools can also contribute to the Presidentôs agenda to advance equity and 

inclusion by sparking a new generation of community development and empowerment strategies. 

Machine learning and data visualization are helping inform linkages between environmental 

justice and critical economic factors such as persistent redlining. 

The National AI Research and Development Strategy should advance the creation of AI  policy 

ñtestbedsò for building upon the breakthroughs demonstrated in response to the pandemic and 

harness the capabilities of powerful new data decision tools to meet key elements of the 

Presidentôs agenda. 

https://delphi.cmu.edu/covidcast/
https://delphi.cmu.edu/covidcast/
https://delphi.cmu.edu/covidcast/


  

 

Recommendations of Areas of AI  Research to Address Bias, Enhance Equity  and Expand 

Opportunity  

 

Continue a Robust Research Agenda Focused on Fairness, Bias and Privacy 

The National AI Research and Development Strategy and the National AI Innovation Act have 

advanced a focused research, development and education strategy to address issues of fairness 

and equityðincluding the commitment to center scale funding. The following are areas that can 

support the continued development of a vibrant research agenda. 

Fairness and bias. Fairness and bias reduction are essential for AI systems. This goes far 

beyond generic, statistical aspects such as understanding the effect of unbalanced data. It 

requires understanding of notions like fairness and bias in the context of a specific application 

and its desired outcomes. Developing a common language and a set of approaches for this is still 

very much an open area of research. Understanding the role of human-generated data requires 

reaching out far beyond the disciplines of core AI and statistical methods, into the social 

sciences, psychology, philosophy, economics, and many others. These approaches are not yet 

fully developed. 

Data privacy. Artificial intelligence and machine learning systemsô reliance on data brings up a 

range of issues from preserving data privacy to mitigating the risks associated with centralized 

data aggregation. This is obvious in fields of application like health care but is equally important 

in virtually all fields of application. 

There are several technical research thrusts in this area. One is the concept of distributed AIð 

which is the idea of bringing the computation as close as possible to the data collection to reduce 

the need for data migration. Another is the design of secure, distributed learning systems like 

federated learning. Yet another is the idea of ñsharing without showingò data, which involves 

methods like data masking, for example. 

Safety and reliability. Assessment of risks and impact requires understanding and modeling of 

the performance of AI systems and their behaviors--in particular, predictive models of 

performance that can place bounds on the performance of an AI system operating under 

different, changing conditions. For classical engineering systems, we have at our disposal a wide 

array of tools, of formal methods, of best practices built over a couple of centuries to evaluate 

and characterize systems. For AI systems, we do not have the equivalent toolbox, because the 

systems are constantly changing as they learn: Thus the performance of an AI system depends 

not just on its design but on the data that was used to train it. In addition, even when individual 

components can be characterized in isolation, measuring the outcomes of an end to end system in 

the context of an application remains challenging. AI technology is moving much faster than the 

development of assessment and characterization methods. 



  

Human-machine teaming. Many if not most AI applications involve a ñhuman in the loop.ò 

This is to say, they share the decision making and action taking with humans to a great degree. 

This adds a great deal of variables and complexity to the modeling of AI systems and their risks 

and limitations because it requires a deep understanding of human decision-making processes 

and their interaction, not just of a stand-alone, fully autonomous AI system. This requires cross 

disciplinary research that engages experts in diverse fields such as in social sciences, economics, 

design, game theoretic algorithms for modeling interactions and decision-making as well as in 

application domains. 

Transparency/Explainability. Transparency and explainability of an AI system are essential 

for users in an application area to trust its decision making process. There is considerable 

technical research still needed in transparency and explainability. However, ñtransparencyò does 

not necessarily mean that algorithms and data usage must be understood. It is much more 

practical to say they must be replicable and auditable in each application area. Such audits can 

then be shared for purposes of mitigating risk and ensuring accountability. 

The vibrant research and education initiatives that are incorporated in the National AI Innovation 

Act are enhanced by the emergence of vibrant communities of interest emerging on U.S 

campuses. These communities of interest, such as the Responsible AI Initiative at Carnegie 

Mellon, foster strong multi-disciplinary dialogue and collaboration. The Strategy should 

enhance and foster engagement across the vital communities of interest. 

Expand Support the Development of a National Network of AI  Demonstration Projects and 

Testbeds 

Building on the NAIIOôs AI  R&D Testbed Inventory, the Strategy should accelerate investments 

in demonstration projects and testbeds in a national AI research strategy would contribute to the 

ability of AI advances to supporting engineering AI  into systems of societal importance can both 

show the utility of AI in such systems and create immediate economic benefit. As an example, 

the Metro Lab Network refined by CMU as a testbed model for smart city and transportation 

technologies research, development and deployment has been scaled to over 50 communities. 

The NAIIO could convene the engineering and AI communities to work with mayors; industry; 

labor; key agencies such as Commerce, DOT, DOE, DOL and HUD; and other local 

stakeholders to design a model for AI Demonstration Projects and Testbeds.ò The demonstration 

projects and testbeds could focus on engineering AI into specific systems of societal importance. 

They could design, develop and deploy use-inspired AI algorithms and methodologies targeted 

to real-world problems, to address climate change, stimulate jobs and manufacturing and foster 

greater economic inclusion and equity. Each project could also explore how to integrate 

regulatory policies with these technology innovations, serving as a foundation for advancing new 

community partnerships informing future agency AI institutes. 

https://www.cmu.edu/metro21/index.html
https://www.cmu.edu/metro21/index.html
https://www.cmu.edu/metro21/index.html


  

Launch Grand Challenges to Spark AI  Innovations to Address Learning Loss and Improve 

Training Outcomes 

Research to enable AI to transform education and training has significant potential to advance 

innovations that can address inequality and expand economic opportunity. A targeted research 

initiative can make a vital contribution to Americaôs post-pandemic resurgence. As many as one 

in 10 workers--nearly 17 million Americans ï may be required to change occupations in the 

recovery from the pandemic. Data also suggest that the pandemic is resulting in students, 

particularly students of color, losing five to nine months of learning in mathematics. 

Grand Challenges focused to address these two critical areas would galvanize the research 

community and deepen interagency collaboration on education and training. The challenges 

would foster public/private collaboration and partnerships across the education continuum and 

with organizations and institutions in underrepresented communities. 

Grand Challenges should also help to deploy AI-based learning tools in K-12 education; 

demonstrate technologies and methodologies that blend informal and classroom learning; and 

pilot gamification, VR tools and machine learning applications to address learning loss and 

enhance career pathways through job matching. For example, a pilot to seed advances in 

machine learning to facilitate a granular understanding of the critical tasks within a given 

occupation and the connection of similar tasks between different occupations would enable 

hyper-focused rapid training initiatives to provide the specific skills needed to help a worker 

transition careers in weeks and not years and to enable high-school and community-college 

educated individuals into their first entry-level technology job, thereby providing a pathway to 

prosperity. Similarly, a Grand Challenge focused on developing tools to accelerate training for 

100,000 workers, for example, could spark new collaborations across the workforce 

development, industry and academic communities. 

Foster Strategies to Broaden Engagement in the AI  Innovation Process 

The accelerated pace of innovation renders linear models of research/innovation/training 

inadequate to realize the goal of broad-based participation in the AI economy. It is thus essential 

that new models foster broader engagement in the research process. One such model has 

emerged for engaging workers and labor directly in the development of AI applications. 

Carnegie Mellon has been honored to collaborate with the American Federation of Labor and 

Congress of Industrial Organizations in the design and creation of its path-breaking, recently 

launched Technology Institute. This new Institute will enable high-level engagement on 

innovation with the broader labor movement and build lasting labor partnerships with 

universities. In addition, it will inject into our innovation policies a worker-centered perspective 

on research that is focused on the Presidentôs critical goals of job creation, equity and rebuilding 

U.S. domestic production in our supply chain. We have also engaged labor directly in federally 

funded research initiatives and have brought union-trained labor into our manufacturing lab 

operations. 



  

Create a National Reserve Digital Corps to Accelerate AI  Deployment in Federal and State 

Government 

 
A powerful opportunity to jump-start job creation is through a collaboration among government, 

industry and academia to train professionals to accelerate the deployment of AI across 

government agencies through the creation of a National Reserve Digital Corps. Universities 

would recruit and train private-sector professionals and traditional students to engage with 

federal agencies in the areas of digital transformation, data management and analytics and AI. 

Those trained would then serve in government jobs to accelerate the deployment of AI across the 

public sector, creating new career pathways in the process. 

 

 
Potential Strategic Directions Related to International  Cooperation 

OSTP and the NAIIO have effectively integrated strategic international collaboration into the 

essence of the U.S. national AI strategy. This work has spanned collaboration on major policy 

and standards issues---which was reflected in the September U.S. Europe Tech Summit held at 

Carnegie Mellonôs Mill 19. There are also opportunities to leverage U.S. university research 

strengths in AI to advance broader international missions and objectives. These collaborations 

may need to strategically build education initiatives that can provide the foundation for future 

research engagements. 

One model of this type of collaboration is Master of Science in Engineering Artificial 

Intelligence at Carnegie Mellon Africa. The program supports the development of advanced 

skills that will enable engineers to design powerful solutions to societal challenges. Students 

learn to combine a foundation in artificial intelligence, machine learning, and data science with 

their engineering, information technology, and software skills through theoretical and practical 

hands-on study of real-world applications. This type of initiative can provide the foundation for 

building future collaborations in areas that align with the focus of the National AI Research and 

Development Strategy. 

Conclusion 

The National AI Research and Development strategies have energized the U.S. AI research 

community and galvanized support that has resulted in the near tripling of federal nondefense AI 

R&D in the last five years. The opportunity with this update is to advance initiatives that focus 

more directly on advancing AI research to address major societal challenges and realizing the 

potential for the ethical development of AI to expand economic opportunity. Carnegie Mellon 

remains committed to the pursuit of this vital national mission. 



 

Federal Register Notice 87 FR 5876, https:// www.federalregister.gov/documents/2022/02/02/2022- 
02161/request-for-information-to-the-update-of-the-national-artificial-intelligence-research-and, 
February 2, 2022. 
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A Human-Shaped Hole: Filling the Behavioral Science Gap in AI Ethics Oversight 

 

Caroline Friedman Levy, PhD 

 
Artificial  intelligence already permeates our lives contributing to advances that might alternately 

(even simultaneously) be considered mundane, dubious or miraculous. As the scope of the 

technology expands, the fathomless benefits AI  promises are paralleled by equally immeasurable 

risks, with our window to manage the latter narrowing. An ever-increasing number of ethicists 

can enumerate the most prominent risks; yet startlingly few psychologists, or other experts in 

behavioral science, are working on the project of AI alignment. This knowledge gap is striking 

given the extraordinary investments being channeled into the technologyôs ability to master and 

influence human behavior. In neglecting more than a century of relevant behavioral research, the 

ethical AI community has left a human-shaped hole that weakens oversight proposals and 

jeopardizes the future of the project. In updating its strategic plan, I suggest that NAIRR needs to 

delineate an evidence-based approach to applying behavioral science to oversight policies that 

will  increase the likelihood AIôs evolving uptake aligns with fundamental ethical principles. 

 
Strong Consensus on Known Risks 

There is striking consensusðacknowledged by the tech communityôs most ardent 

investor-cheerleaders as well as its most disquieted ethicist-Cassandrasðabout the salient flaws 

of AI systems as used currently, and about known risks for the near future. Foremost among 

these are: 

 
ǒ Historical racial, gender, ethnic and other biases baked into data sets and algorithms 

currently influencing decisions as momentous as hiring, bail approval and health care 

allocation. Left unchecked in an oversight-free framework, the increasing speed, power, 

capability and permeation of advancing AI will broaden the impact of these biases, 

expanding and further reifying social inequalities. 

 
ǒ Without robust strategic leadership focused on education, training and industrial policy, 

we risk increased unemployment and ever-widening income inequality, with the 

economic benefits of AI technologies conferred primarily upon a fortunate few. 

 
ǒ Absent powerful policy interventions, AI-enhanced offensive capabilities ð ranging 

from undetectable deepfakes and disinformation to the means to disrupt crucial 

infrastructure and initiate drone-swarmsð will  be increasingly accessible to terrorists, 

rogue states and other malefactors. 

 
ǒ AI advances allow for metastasized infringements into personal data privacy, with the 

surveillance taking place in authoritarian countries paralleled by more diffuse, corporate 

surveillance in the United States, minus any framework for accountability. 



  

ǒ Within just a few years, social media and other digital platforms have built algorithms 

that have allowed for a startling influence over consumer behavior and mastery of the 

attention economy. As AI-supported nudges advance, risks to social cohesion (not to 

mention our conception of free will) are likely to increase. 

 

Disunity on Oversight 

Despite this impressive consensus, there is far less agreement among stakeholders on how to 

devise governance and oversight frameworks to effectively reduce risks while supporting AIôs 

evolution in a manner that will benefit allðat the very least: in a manner that wonôt harm 

already-vulnerable individuals and communities. Technology leaders, AI business consultants, 

think tank ethicists and regulatory appointees can articulate the key targets of oversightð

essentially the obverse of the aforementioned risks: ensuring safety over speed, fairness/equity, 

reliability,  accountability, and (less advocated-for in the business community) the clear means 

to opt-out and maintain privacy. At present, AI ethics oversight is relegated 

almost entirely to the benevolence of the technology companies creating these tools, and to the 

client-businesses applying them. 

 

With AI capabilities hurtling forward and government regulation on a future horizon, is the tech 

industry capable of policing itself? The question may seem naive, yet the AI ethics community 

has few options for now other than to help the industry do so, preferably in partnership with 

NAIRR and other governmental agencies. Tech business leaders evoke the need to ñalign 

incentivesò to ensure that AIôs evolving uptake coheres with fundamental ethical principles. 

Pressed further, however, these leaders often betray a simplistic understanding of human 

behavior as consistent and rationally-motivated. Behavioral scientists can provide expertise 

critical to two distinct dimensions of AI ethics-building: 1) helping to establish an industry 

culture in which incentives are genuinely aligned with the commitment to ethical development; 

2) contributing to developersô understanding of human-neural network interactions such that 

increasingly frequent and profound exchanges between people and systems will  be consonant 

with fundamental ethical principles. 



  

Baseline for Governance: A Shift in Tech Culture 

In order for AI governance to be effective, the tech industry will  need to undergo a tectonic 

cultural shift to establish an expectation of transparency with oversight agencies. We have 

decades of experience designing regulatory frameworks requiring a delineated degree of 

transparency from other industries that present profound societal risksðfor example for financial 

markets and pharmaceutical companiesðwith the tech industry thus far evading such bespoke 

oversight. For external oversight to adequately ensure AI applications are safe, trustworthy and 

equitable, leaders of big tech firms must warm to a degree of openness which is currently 

culturally anathematic. 

 
Tech Industry Culture: Consensus on Incentive-Alignment/Shallow Understanding of Behavior 

We know through years of social psychology (now often termed behavioral economics) research 

that our behaviors are often more influenced by context and social reinforcement than by 

nominal rewardsðconstituting the basis of ñnudge theory.ò The UKôs quasi-governmental 

Behavioural Insights Team, summarized the components of social nudging via the EAST 

acronymðdemonstrating that salutary behaviors can be encouraged by creating an environment 

that makes such behaviors easy, attractive, socially-rewarding, and timely. Whether 

intentionally or not, organizations are invariably ñnudgingò for behavioral outcomes among their 

constituents. An understanding of nudge theory can help leaders be more effective and deliberate 

in promoting ethical AI standards. 

 

Leaders committed to building an AI tech culture prioritizing ethical principles can be similarly 

aided by tools developed over decades within the discipline of industrial-organizational (I-O) 

psychology. I-O psychologists are well-versed in the potential for incentive systems to backfire 

as well as motivate, with employees too often aiming toward discrete metrics which fog the core 

principles at stake. I-O psychologists have particular expertise in defining business-culture goals 

in operational terms, diagnosing misalignment (and the attendant barriers, bottlenecks, skill 

deficits, and knowledge deficits), designing organizational interventions, evaluating 

organizational interventions, and reiterating towards sustainable organizational changes. 

 
Promoting Safety/Ethics in Human-Neural Network Interaction 

With behavioral scientists a rare sighting in AI safety/ethics, developers have relied upon big 

data to train machine learning models in human behavior and values. But just a cursory glance at 

the ML-testing literature reveals the dangers of this approach. To what end have cognitive, 

clinical, social psychologists and other behavioral scientists built decades of research expertise 

on the ñblack boxò of the human mind only to have this knowledge-base ignored in favor of a 

relatively undifferentiated trawl of the internet? As we engage in more frequent and potent 

interactions with AI applications, it becomes ever more critical that behavioral scientists play a 



  

normative role in design, testing, and oversight. Amid the well-delineated AI risks, the threat of 

worsening mental health outcomes has been given short shrift. 

 
Behavioral Science and NAIRRôs Future 

The interviews and literature reviews Iôve conducted, published in summary by the Vanderbilt 

Project on Unity and American Democracy, have alerted me to the profound risks of neglecting 

behavioral science in designing oversight mechanisms for increasingly powerful artificial 

intelligence applications. As NAIRR moves forward, transitioning from defining principles 

toward operationalizing and implementing governance that places fundamental rights and 

principles at the forefront of our AI standards, it is essential that the task force invests in 

behavioral science research and implementation expertise. 

https://www.vanderbilt.edu/unity/2021/08/02/saving-icarus-2-0-ai-regulation-requires-extraordinary-partnerships/
https://www.vanderbilt.edu/unity/2021/08/02/saving-icarus-2-0-ai-regulation-requires-extraordinary-partnerships/
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Comments of the 

 
THE CENTER FOR AI AND DIGITAL  POLICY 

 
To the Office of Science and Technology Policy, on behalf of the National Science and 

Technology Council's (NSTC) Select Committee on Artificial  Intelligence (Select Committee), 

the NSTC Machine Learning and AI Subcommittee (MLAI-SC), the National AI Initiative 

Office (NAIIO), and the Networking and Information Technology Research and Development 

(NITRD) National Coordination Office (NCO), on the 

 
National Artificial  Intelligence Research and Development Strategic Plan 

March 4, 2022 

On behalf of the Center for AI and Digital Policy (CAIDP), we write in response to the 

RFI request on the National Artificial  Intelligence Research and Development Strategic Plan (the 

ñAI Strategic Planò).1 

 
CAIDP is an independent non-profit organization that advises national governments and 

international organizations on artificial intelligence (AI) and digital policy. We work with more 

than 100 AI policy experts in almost 40 countries. In February 2022, we released the second edition 

of our report, Artificial Intelligence and Democratic Values Index2, providing a comprehensive 

review of the AI policies and practices in 50 countries. Using a methodology to assess AI policies 

against democratic values and human rights, the Index includes detailed narrative reports, 

quantitative assessments, and ratings and rankings across a dozen metrics to measure progress 

towards human-centric and trustworthy AI values. The CAIDP currently serves as an advisor on 

AI policy to the OECD, the Global Partnership on AI, the Council of Europe, the European Union, 

and other international and national organizations. 

 
We strongly support OSTPôs proposals to update the AI Strategic Plan and appreciate the 

opportunity to provides comments. Our comments focus on: 

 
Strategy 3: Understand and address the ethical, legal, and societal implications of AI; 

Strategy 4: Ensure the safety and security of AI systems; 
 

1 Office of Science and Technology Policy, RFI request on the National Artificial Intelligence Research and 

Development Strategic Plan (Feb. 22, 2022) (ñOSTP RFI on AI Strategic Planò), 

https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the- 

national-artificial-intelligence-research-and 
2 CAIDP, Artificial  Intelligence and Democratic Values Index (2022), https://www.caidp.org/reports/aidv-2021/ 

http://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the-
http://www.caidp.org/reports/aidv-2021/


    

 
 

Strategy 6: Measure and evaluate AI technologies through standards and benchmarks; and 

Strategy 7: Better understand the national AI R&D workforce needs. 

 
CAIDP has already endorsed the AI Bill  of Rights,3 one of the OSTPôs six policy priorities, 

and made specific recommendations for that initiative. 4 We recommended a small number of clear, 

powerful principles and unnecessary qualifiers, loopholes, and exceptions. We suggested building 

on prior AI  policy initiatives such as the OECD AI  Principles and the Universal Guidelines for AI 

(UGAI).5 In October 2018, over 250 organizations and experts, representing more than 30 

countries and including the American Association for the Advancement of Science, endorsed the 

UGAI.6 The Universal Guidelines for AI are intended to maximize the benefits of AI, to minimize 

the risk, and to ensure the protection of human rights. UGAI, already widely endorsed by the AI 

community, provides a good starting point but there is more to do. 

 
Regarding the AI Bill of Rights, CAIDP also urges proceeding on a bipartisan basis. 

Eliminating bias, promoting fairness, ensuring accountability, and transparency for AI-based 

systems could also help align the political parties behind a common national purpose. 

 
We also call your attention to the 2022 G7 Leader statement endorsing ñHuman-Centric 

AIò, calling for "robust transparency" to oppose algorithmic bias.7 This is a powerful statement 

from world leaders to address a problem that OSTP has identified as one of the great challenges in 

the AI field. The G7 leaders, including the United States, also committed to working together for 

a ñvalues-driven digital ecosystem for the common good that enhances prosperity in a way that is 

sustainable, inclusive, transparent and human-centric.ò They called for a ñhuman-centric approach 

to artificial intelligence,ò building on the work of the Global Partnership for Artificial  Intelligence 

(GPAI) advanced by the Canadian and French G7 Presidencies in 2018 and 2019 and looking 

forward to the GPAI Summit in Paris in November 2021. 

 

 

 

 

3 The White House, Join the Effort to Create A Bill of Rights for an Automated Society (Nov. 10, 2021), 

https://www.whitehouse.gov/ostp/news-updates/2021/11/10/join-the-effort-to-create-a-bill -of-rights-for-an- 

automated-society/ 
4 Lorraine Kisselburgh and Marc Rotenberg, Next Steps on the AI Bill  Of Rights, Washington Spectator (Nov. 2021), 

https://washingtonspectator.org/author/lorraine-marc/; CAIDP, Public Voice, https://www.caidp.org/public-voice/ 
5 OECD AI Principles (2019), https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449; The Public 

Voice, Universal Guidelines for Artificial Intelligence (2018) (ñUniversal Guidelines for AIò), 

https://thepublicvoice.org/AI-universal-guidelines/ 
6 The Public Voice, Universal Guidelines for Artificial  Intelligence ï Endorsements (2018) 

https://thepublicvoice.org/AI-universal-guidelines/endorsement/ 
7 G7 Leaders Endorse Human-Centric AI, Call Out Bias, (June 13, 2021), https://www.whitehouse.gov/briefing- 

room/statements-releases/2021/06/13/carbis-bay-g7-summit-communique/; see also G7 Leaders Endorse Human- 

Centric AI, Call Out Bias, CAIDP Update 2.24 (June 14, 2021), 

https://www.caidp.org/app/download/8326521963/CAIDP-Update-2.24.pdf 

http://www.whitehouse.gov/ostp/news-updates/2021/11/10/join-the-effort-to-create-a-bill-of-rights-for-an-
http://www.caidp.org/public-voice/
http://www.whitehouse.gov/briefing-
http://www.caidp.org/app/download/8326521963/CAIDP-Update-2.24.pdf


    

 
 

We write now to renew CAIDPôs earlier recommendations, encourage the adoption of the 

AI Bill of Rights, and make additional proposals to advance the goals set out in the AI Strategic 

Plan. 

Review/Recommendations for  Strategy 3: Understand and Address the Ethical, Legal, and 

Societal Implications of AI 

 
We applaud the goal of addressing the ethical, legal, and societal implications in AI. We 

further support the emphasis on fairness, transparency, and accountability as foundational values 

in designing ethical AI systems. 

 
The Universal Guidelines for AI emphasize similar points. The Fairness Obligation 

(UGAI-4) states that institutions must ensure that AI systems do not reflect unfair bias or make 

impermissible discriminatory decisions. The Fairness Obligation recognizes that all automated 

systems make decisions that reflect bias, but such decisions should not be normatively unfair or 

impermissible. There is no simple answer to the question on what is unfair or impermissible. The 

evaluation often depends on context, but the fairness obligation makes clear that an assessment of 

objective outcomes alone is not sufficient to evaluate a system. Normative consequences must be 

assessed, including those that preexist or may be amplified by an AI system. As OSTP Director 

Alondra Nelson has explained, the OSTP should be ñopen about the history of science and 

technology's flaws and failures.ò8 The consequences of the deployment of technology must be 

assessed with an understanding of the past, and a future lens that protects human dignity and civil 

rights. 

 
Strategy 3 could be further strengthened to incorporate considerations related to sustainability, 

and environmental issues. 

 
Problem: Greater emphasis on research of societal, ethical implications of AI -related to 

sustainability required. 

 

The National AI  R&D Strategic Plan implements the National AI  Initiative (NAII)  Act of 

2020. 9 This includes action to: ñsupport research and other activities on ethical, legal, 

environmental, safety, security, bias, and other appropriate societal issues related to artificial 

intelligence.ò The OSTP AI Strategic Plan calls attention to ñsocietal issues such as equity and 

 

 

 
 

8 Khari Johnson, Alondra Nelson wants to make science and tech more just, Wired (June 29, 2021), 

https://www.wired.com/story/alondra-nelson-make-science-tech-more-just/ 
9 House of Representatives, National Defense Authorization Act for Fiscal Year 2021 (2020), 

https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page=1210, 1210 

http://www.wired.com/story/alondra-nelson-make-science-tech-more-just/
http://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page%3D1210


    

 
 

climate change.ò10 Moreover, Director Nelson has highlighted ñgroundbreaking clean energy 

investmentsò among six policy priorities for the agency.11 

 
The need to focus on environmental issues for AI is timely.12 The UNESCO 

Recommendation on the Ethics of AI focuses specifically on Protecting the Environment.13 As the 

UNESCO Recommendation states: 

 
The Recommendation emphasises that AI actors should favour data, energy and 

resource-efficient AI methods that will help ensure that AI becomes a more 

prominent tool in the fight against climate change and on tackling environmental 

issues. The Recommendation asks governments to assess the direct and indirect 

environmental impact throughout the AI system life cycle. This includes its carbon 

footprint, energy consumption and the environmental impact of raw material 

extraction for supporting the manufacturing of AI technologies. It also aims at 

reducing the environmental impact of AI systems and data infrastructures. It 

incentivizes governments to invest in green tech, and if there are disproportionate 

negative impact of AI systems on the environment, the Recommendation instruct 

that they should not be used.14 

 
AI should also be aligned with the United Nations Sustainable Development Goals15 including 

cross-cutting environmental issues, as additionally emphasized by the OECD AI Principles, which 

have been endorsed by the United States.16 

 
As it stands, Strategy 3 says little about environmental impact and sustainability. The 

Strategy should be revised to consider the carbon footprint of AI, modeling and data infrastructure, 

environmental degradation, and waste concerns. 

 
Recommendation 1: CAIDP recommends an interdisciplinary perspective in developing, 

designing, and managing AI, specifically including environmental and climate research 

perspectives. The call for multidisciplinary perspectives lacks environmental science, ecosystem 

and resource management, as well as social science. OSTP Deputy Director Dr. Jane Lubchenco 

 

10 OSTP RFI on AI  Strategic Plan. 
11 OSTP, The Directorôs Office (2022), https://www.whitehouse.gov/ostp/directors-office/ 
12 Intergovernmental Panel on Climate Change (IPCC), Sixth Assessment Report (Feb. 28, 2022), 

https://www.ipcc.ch/assessment-report/ar6/ 
13 UNESCO Recommendation on the Ethics of AI (2021), https://unesdoc.unesco.org/ark:/48223/pf0000377897 
14 UNESCO, UNESCO member states adopt the first ever global agreement on the Ethics of Artificial  Intelligence 

(Nov. 25, 2021), https://en.unesco.org/news/unesco-member-states-adopt-first-ever-global-agreement-ethics- 

artificial-intelligence 
15 United Nations Sustainable Development Goals (2015) https://sdgs.un.org/goals 
16 OECD AI Principles (2019), https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449 

http://www.whitehouse.gov/ostp/directors-office/
http://www.ipcc.ch/assessment-report/ar6/


    

 
 

made this point at the recent White House Climate Roundtable.17 While it is a positive step to call 

for the inclusion of interdisciplinary perspectives including engineering and ñother disciplines,ò18 

there is a clear need to address crucial AI environmental, energy, and equity impacts with expertise 

from the physical and social sciences. 

 
Recommendation 2: CAIDP recommends making environmental impact a focus area for Strategy 

3. Specifically, AI Sustainability and AI Development should be incorporated in the ñBuilding 

ethical AIò and ñDesigning architectures for ethical AIò subheadings of Strategy 3. 

 
In this regard, a focus on environmental sustainability can promote a well-being approach 

to human dignity and quality of life. Research has shown that AI-enabled systems require 

exponentially rising computing power. This increase in computing power requires substantial 

energy consumption, generating a huge carbon footprint and upending the green effects of 

digitalization. This problem has raised additional ethical concerns, as well as the well-being of the 

planet and thus humans.19 To address this concern, more research should be focused on reducing 

AI energy consumption, environmental degradation, mineral extraction, and waste. Researchers 

are developing AI system for training and running certain neural networks that reduce the carbon 

emissions.20 

 
Under this framework, the priority becomes the development of more efficient computing 

systems that as a goal will not damage the environment,21 given that human well-being is 

dependent on ecological well-being. As such, it is of paramount importance to build efficient 

hardware and AI-based algorithms that require less energy to ensure improved computational 

efficiency and a smaller carbon footprint. This sets up the critical need to support AI governance 

frameworks that require the implementation of standards and independent oversight over carbon 

accounting. Furthermore, this framework would increase the demand for the inclusion of other 

disciplines like environmental science, geology, oceanography, planetary science, astrobiology, 

etc. 

 

 

 
17 OSTP, Readout of White House Climate Science Roundtable on Countering ñDelayismò and Communicating the 

Urgency of Climate Action (Feb. 25, 2022), https://www.whitehouse.gov/ostp/news-updates/2022/02/25/readout-of- 

white-house-climate-science-roundtable-on-countering-delayism-and-communicating-the-urgency-of-climate-  

action/ 
18 House of Representatives, National Defense Authorization Act for Fiscal Year 2021 (2020) 

https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page=1210, 1210 
19 Emily M. Bender, Timnit Gebru, Angelina McMillan-Major, and Shmargaret Shmitchell, On the Dangers of 

Stochastic Parrots: Can Language Models Be Too Big? In Conference on Fairness, Accountability, and Trans- 

parency (FAccT ô21),( March 3ï10, 2021), https://doi.org/10.1145/3442188.3445922 
20 H. Cai, et al., Once-For-All:  Train One Network and Specialize it for Efficient Development, published as a 

conference paper at ICLR 2020, https://arxiv.org/abs/1908.09791. 
21 A. Gupta, The Imperative for Sustainable AI Systems (Sept. 18, 2021), https://thegradient.pub/sustainable-ai/. 

http://www.whitehouse.gov/ostp/news-updates/2022/02/25/readout-of-
http://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page%3D1210


    

 
 

These recommendations address the questions raised in the subheading ñWhat uses of AI 

might be considered unethical?ò In our view, issues of sustainability and the significant 

environmental impacts of AI systems (such as energy consumption, extraction of rare minerals, 

and pollution) should be a required dimension of AI development. Inclusion of the language above 

will help mitigate this concern. 

 
Review/Recommendations for  Strategy 4: Ensure the Safety and Security of AI  Systems 

 
Strategy 4 of the 2019 National AI  R&D Strategic Plan updates the 2016 plan by focusing 

on the rapid growth in AI security and safety and stresses the need for creating robust and 

trustworthy AI systems. 

We call your attention to two fundamental obligations for AI systems set out in the 

Universal Guidelines for AI, salient in ensuring safety and security: Obligations of Accountability 

(UGAI-5) and Public Safety (UGAI-8).22 The obligation to be accountable for AI systems speaks 

to the ongoing need for assessment of the risks during the design, development, and 

implementation of systems. Developing standard risk analysis tools for AI systems must include 

assessment of risks at all levels, and defined context-specific benchmarks to indicate when a 

system is ready for deployment. Itôs essential that investments in ethics and social science research 

address questions responsibility and accountability. The institutions, the designers, and the 

operators of AI  systems retain responsibility for the consequences of AI systems. As the Universal 

Guidelines for AI further state: 

Safety and security are fundamental concerns of autonomous systems ï including 

autonomous vehicles, weapons, and device control ï and risk minimization is a core 

element of design. Less certain, however, is how to determine and set standards for 

levels of autonomy across broad applications, and understanding levels of 

autonomy (and the correlated level of human control) is an interdisciplinary 

research challenge. The UGAI underscores the obligation of institutions to assess 

public safety risks that arise from the deployment of AI systems, and implement 

safety controls.23 

While we agree that trustworthy AI is ña critical issue that requires Federal Government 

R&D investments, along with collaborative efforts among government, industry, academia, and 

civil society,ò24 independent oversight, international cooperation, clear definitions, and system 

resilience are necessary to achieve this goal. The three recommendations provided here are 

imperative to meet the goals set out in the OSTP AI Strategic Plan; most notably, the promise to 

 

22 Universal Guidelines for AI. 
23 Ibid 
24 OSTP, The National AI R&D Strategic Plan: 2019 Update (June 2019), https://www.nitrd.gov/pubs/National-AI - 

RD-Strategy-2019.pdf, 24 

http://www.nitrd.gov/pubs/National-AI-


    

 
 

ñbuild a society where everyone can live with equal dignity and hope and opportunity, as well as 

equal safety and security.ò25 

 
Problem 1: The need for  standardization and independent oversight. 

 

Recommendation 1: New technologies such as AI pose new challenges for privacy, dignity, 

autonomy, and equality. Metrics for explainability, interpretability, and transparency should be 

established to protect fundamental rights, human well-being, and to increase public trust.26 These 

metrics alongside Privacy Enhancing Technologies would help protect privacy.27 Additionally, 

standardized metrics for explainable, interpretable, and transparent systems will increase usersô 

trust in these systems. After standardization, an independent audit ïfor which its methodologies 

also require standardizationï and the resulting evaluation must confirm the system performs as 

intended to be certified. 

 
Problem 2: The need for  international cooperation. 

 

Recommendation 2: AI standards should be produced and harmonized at the international level 

(with primary locus being in intergovernmental fora and global standards bodies with strong NGO 

presence) to ensure common ground around security, safety, and system resilience. This 

determination should be made by diverse groups with a variety of expertise.28 The process of 

developing standards should not be dominated or led by industry groups - the voices and concerns 

of civil society and affected communities should be effectively represented. Standard-setting 

activities should protect fundamental rights.29 CAIDP recommends that these organizations 

publish annual reports that describe specific steps taken to ensure broad-based participation in the 

development of technical standards as well as the consideration of fundamental rights.30 

 
Problem 3: The need for  clear definitions and system resilience. 

 

25 The White House, A New Chapter for the White House Office of Science and Technology Policy (Feb. 17, 2022), 

https://www.whitehouse.gov/ostp/news-updates/2022/02/17/a-new-chapter-for-the-white-house-office-of-science- 

and-technology-policy/ 
26 NIST, U.S. Leadership in AI: A Plan for Federal Engagement for Standard (July 2, 2019) (draft for public 

comment), 

https://www.nist.gov/system/files/documents/2019/07/02/plan_for_ai_standards_publicreview_2july2019.pdf 
27 The White House, US and UK to Partner on Prize Challenges to Advance Privacy-Enhancing Technologies (Dec. 

8, 2021), https://www.whitehouse.gov/ostp/news-updates/2021/12/08/us-and-uk-to-partner-on-a-prize-challenges- 

to-advance-privacy-enhancing-technologies/ 
28 CEN-CENELEC response to the EC white Paper on AI, Version 2020-06, 

https://www.cencenelec.eu/media/CEN- 
CENELEC/Areas%20of%20Work/CEN%20sectors/Digital%20Society/Emerging%20technologies/cen- 

clc_ai_fg_white-paper-response_final-version_june-2020.pdf 
29 EU-US Trade and Technology Council, Inaugural Joint Statement (Sept. 29, 2021), 

https://ec.europa.eu/commission/presscorner/detail/en/STATEMENT_21_4951 
 

30 CAIDP Statement to European Commission on Proposed AI Act (July 2021). https://www.caidp.org/statements/ 

http://www.whitehouse.gov/ostp/news-updates/2022/02/17/a-new-chapter-for-the-white-house-office-of-science-
http://www.nist.gov/system/files/documents/2019/07/02/plan_for_ai_standards_publicreview_2july2019.pdf
http://www.whitehouse.gov/ostp/news-updates/2021/12/08/us-and-uk-to-partner-on-a-prize-challenges-
http://www.cencenelec.eu/media/CEN-
http://www.caidp.org/statements/


    

 
 

 

Recommendation 3: Standardization, independent audit, system certification, and determination 

of international common ground depend on three foundational requirements: (1) consensus-based 

provision of precise definitions and terminology of technical terms (e.g. AI, automation, 

explainability, interpretability, transparency) for standardization and determination of 

international common ground;31 (2) continuation of system updating to include (a) new data 

resulting from a data-centric strategy for system integrity and thus model improvement as data 

evolves,32 and (b) new core AI  functionalities resulting from rapid AI advances to maintain system 

resilience against adverse conditions like cybersecurity risks;33 and (3) consideration of practices 

of inclusive design for AI systems.34 

 
Review/Recommendations for  Strategy 6: Measure and Evaluate AI  Technologies through 

Standards and Benchmarks 

 
Strategy 6 establishes that ñstandards, benchmarks, testbeds, and their adoption by the AI 

community are essential for guiding and promoting R&D of AI  technologies.ò35 This section also 

identifies developing a broad spectrum of AI standards, establishing AI technology benchmarks, 

increasing the availability of AI testbeds, and engaging the AI community in standards and 

benchmarks as areas for improvement. 

 
We call your attention to the UGAI principles standards and benchmarks, Assessment and 

Accountability (UGAI-5) and Accuracy, Reliability, and Validity (UGAI-6).36 Assessment 

determines whether an AI system should be established. AI systems should be deployed only after 

an adequate assessment of its purpose, objectives, risks, and benefits. Imperatively, such 

assessments must include a review of individual, societal, economic, political, and technological 

impacts, and a determination can be made that risks have been minimized and will be managed. 

Individual level risk assessments might include a fundamental rights impact assessment; societal 

level risk assessments might involve public health or economic impact assessments. If an 

assessment reveals substantial risks, especially to public safety and cybersecurity, then the project 

 

 

31 Krafft, P. M., Meg Young, Michael Katell, Karen Huang, and Ghislain Bugingo. "Defining AI  in policy versus 

practiceò In Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society (2020), pp. 72-78. 2020. 
32 Gerdes, Anne. "A participatory data-centric approach to AI  Ethics by Design." Applied Artificial  Intelligence 

(2021): 1-19. 
33 Eigner, Oliver, Sebastian Eresheim, Peter Kieseberg, Lukas Daniel Klausner, Martin Pirker, Torsten Priebe, 

Simon Tjoa, Fiammetta Marulli, and Francesco Mercaldo. "Towards Resilient Artificial  Intelligence: Survey and 

Research Issues." In 2021 IEEE International Conference on Cyber Security and Resilience (CSR), pp. 536-542. 
IEEE, 2021. 
34 Berkman Klein Center, AI  and Inclusive Design, https://aiandinclusion.org 
35 OSTP, The National AI R&D Strategic Plan: 2019 Update 33 (June 2019), https://www.nitrd.gov/pubs/National- 

AI-RD-Strategy-2019.pdf 
36 Universal Guidelines for AI 
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